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Abstract. Application of domain decomposition techniques for structural analysis and design
are outlined in this paper. This technique divides the whole finite element problem into subdo-
mains in order to solve for each subdomain a smaller problem, and interface unknowns should
be explicitly treated. Procedures for structural analysis are described either in the so called
primal or dual solution of the interface problem.

Structural size optimization problems are also addressed. Element size (i.e. plate thickness)
are design variables of the optimization problem, and the structure volume the objective func-
tion. The nodal displacements may be introduced as optimization variables in the so called
Structural ANalysis and Design (SAND) problems. The number of variables in this case is in-
creased, but there is no need to solve the equilibrium equations, and sensibility matrices are
explicit. Interior point algorithms are used to solve the minimization problem.
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1 INTRODUCTION

Domain decomposition techniques are efficient tools to solve large equation systems resulting
from structural analysis. They proceed by solving separately the interface unknowns and those
internals to each subdomairt:1!13|terative methods are followed, and domain decomposition
offers a technique which range between direct methods (in the case of a single subdomain) and
pure iterative ones (in the limit, if we think in a number of subdomain equal to the number of
elements). Domain decomposition leads to efficient preconditioners for the interface problem.

These techniques have been successfully applied to analysis problems. In this paper their
use in the frame of optimization problems is discussed.

There are problems where the structural elements size are the design variables (for instance,
the area of the cross section of truss elements; or the thickness of plate elements; etc.). In
other class of problems not only size, but also shape (node positions) make part of the design
variables. Finally some kind of problems aim to find the structural topology which minimizes
some objective function. Size optimization is addressed in this paper. The objective function
will be the total volume of the structure.

Inequality constraints are present as limitations on the maximum stress and maximum dis-
placements. Bounds on design variables are also stated.

In the so called SAND (Simultaneous ANalysis and Design) optimization, the state variables
of the problem (for instance, nodal displacements) are solved together with the design variables
(for instance, plate thickness). In this case there is no need to solve the state equations at each
iteration, since they are solved together with the design variables in the optimization process.
But the size of the problem is greatly increased. Some methods are required to solve such large
equation systems.

Interior point algorithms have been proposed to solve such optimization problems with
nonlinearities and inequality constraints. The Feasible Directions Interior Point Algorithm
(FDIPA)® corrects the search direction at each iteration so as to let it to remain within the
feasible region. The Feasible Arc Interior Point Algorithm (FAIPA) proposed by HersRovits
introduces a nonlinear correction to this aim.

In this paper a general formulation for domain decomposition methods is given, including
the so called primal and dual solution of the interface problem. Then a brief presentation of
the nonlinear constraint SAND structural problem is given. The ideas of the FDIPA and FAIPA
algorithms are presented. The use of domain decomposition methods in optimization is intro-
duced. Finally some examples are given for simple plane stress problems. They include op-
timization via interior point algorithms, and application of domain decomposition for analysis
either in direct way or by minimizing the interface error in displacement compatibility.

2 DOMAIN DECOMPOSITION

In this section the nodal variables for the original finite element model and for the subdomains
are defined. The description of this technique will be introduced with the aid of a simple ex-
ample. Let’s consider the plane stress problem discretized with a finite element mesh as shown
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in figure 1-a, which includes the numeration of nodes and elements. The model degrees-of-
freedom @lof) are numbered in figure 1-b.
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Figure 1: Simple example of a finite element mesh. a) Node and element numbers; b) D.O.F. numbers

A non overlapping decomposition into four subdomains is shown in figure 2. As it can be
seen, the interfacéof are shared by different subdomains.

2.1 Global and subdomain variables
Letu € R"° the vector containing the global nodal displacements:

u = [Ul U ... U30]T (1)

with n0 = 30 components.
Denotingu® € R™ the vector of nodal displacements for subdomginve can write for
subdomain 1:

T
u' = [U1 U2 U3 Ug U7 U U9 U1p U3 U4 U5 Ule } (2)

which hasnl = 12 components, and so, for the other subdomains. The subdomain displace-
ments may be reorder:

* ul
ut = Lﬂ = [[ Uy U U7 U ] [Us Ug Ug U1p UL3 U14 U5 U6 ] ]T )
beingu! a vector withinternal displacements for subdomain 1, antla vector withinterface
displacements for the same subdomain.

Collecting vectorar® for all subdomains, one can write:
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Figure 2: Decomposition of the finite element mesh into 4 subdomains
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u € R™ containsnu = 48 displacements instead of th® = 30 components of vectan

since there are redundant interfat.
Formally the subdomain displacement vector @e¢ 1) may be written:

u'=L'u (5)

L! is a matrix withnl = 12 rows andn0 = 30 columns full of zeros except a single 1 at
each row, where the subdomalaf (rows) corresponds to the glob@df (columns).
Therefore the previous formula may be written:

2
u=Lu= L u (6)

The displacement for thaof of the subdomaimterfacesare:

_ T
u= [U3 Ug Ug Urp U13 U4 U5 U6 U17 ULk U2l U2 U7 U8 ] (7)
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a vector for the interface displacement for all subdomains may be written:

(8)

|
I
=
(o]
I

|
cl

whereL! is a matrix with 8 rows and 14 columns, with zeros anywhere except for a unit value
at rows and columns associating the subdomain to the global interface variables.
2.2 Multiplicity matrix

Let’s define anultiplicity matrix M. The simplest form foM is:

wherel;; is the number of subdomains that sharedbf. ThereforeéM is, for this example,
a 30 x 30 diagonal matrix whose entries are 4 fiwf 15 and 16; 2 fodofalong the rest of the
interfaces (i.e. 3,4,9,10,13,14,17,18,21,22,27 and 28); and 1 for the rest.
2.3 Mean interface displacements

In the iterative process iterated displacements are obtained fode&dcheach subdomain. At
interface nodes, aean value (from those computed at different subdomains) may be com-
puted:

= (LM Y u (10)

whereu is an approximation to the global vector, with the interface displacements taken
as the mean value of those for each subdomain.
If we restrict to the interfacdofthis equation may be written:

i=CMHTq (11)
hereM corresponds to the same definitionNdsbut restricted to interfaceof.

2.4 Nodal forces

Nodal forces applied ondofof figure 1-b may be considered as shared by subdomains touching
thatdof. This may be stated:

f=@LM™Nf (12)

heref is a vector with the global nodal forces (sizeé = 30, for the example of figure 1),
while f is the vector with nodal forces for all subdomains (figure 2) (size= 48, for the
example). It can be seen that a force belonging to vecamting on an interfacdof shared by
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two subdomains, results in two entries in vecfaeach with half the value of the original nodal
force.
The same relations, for the interface values only results in:

)T (13)

2.5 Displacement compatibility

If solution is accomplished by subdomains, compatibility must be enforced at the interface
displacements. This may be written:

Bu =0 (14)

Matrix B has a number of columns equal to the total displacement for all subdomaias (
48 in the example), and a number of rows equal to the compatibility conditions. The latter are
one for eachdof shared by two subdomains and additional equations if there are more than
two subdomains sharing interfadef. For instancedof 15 in figure 2 leads to 3 compatibility
conditions: one equating displacements from subdomains 1 and 2; other for subdomains 1 and
3; and other for subdomains 1 and 4. The same could be sa@bfd6. In the example the
number of compatibility equations is 18.

Matrix B is formed by subdomains contributions. Therefore, in the example:

B=[B'B’B*B*] (15)

beingB*® the 18 x 12 matrix for subdomairs.
Compatibility conditions restricted to interfadef are:

Bu =0 (16)

whereB has 18 rows and 32 columns. It has zero everywhere except for two entries at each
row: one with value 1 and the other -1. They are placed at columns correspondinfab
vectoru intervening in that compatibility equation.

It may be verified that:

e BL=0
° ET(]TJM71) =1
3 STRUCTURAL ANALYSIS WITH DOMAIN DECOMPOSITION

Applying the finite element method to a linear static structural problem the following equilib-
rium equations are obtained:

Ku = f (17)
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whereu andf are the displacement and force vectors, &ds then0 x n0(30 x 30 in the
example) stiffness matrix, which is formed by assembling the contribution of the element ma-
trices.

3.1 Primal solution for the interface problem: Schur complement

The stiffness matrix for subdomai) reordering variables as made for equation (3), may be
put:

K*s == — — 18
[ Ks,T Ks :| ( )
where the size of matriks is that of the interfaceof of subdomairs.
Equation (17) after reordering variables is:
K u* = f* (19
with vectors:
ral fl
u2 £2
u= | and f = £ (20)
L | f
and the stiffness matrix:
[ K! 0 0 . KWL
0 K?2 0 ... K212
K _ . . . O. . (21)
0 0 K3 ... KL
LUTRLT [RTRRT | LTRST K
being the size ofi, f and
NSD
K =) LKL’ (22)

s=1

that of the global interface problem.



MECOM 2005 — VIl Congreso Argentino de Mecanica Computacional

The equilibrium equation (19) may be partitioned into the following systems

Ko+ K'L'a = f° ,s=1,NSD

NSD
o ) _ 23
ZL&TK&T&S + Ka = f (23)

s=1

being V.S D the number of subdomains.
Eliminatingu® from the last equation:

K'u® = f*—K'L‘a ,s=1NSD
’ ’ 24
{K[ u == f[ ( )
where:
- NSD_ . o —1a
fj =f- > L7TKT(Ke) £ (25)
s=1
and isK; is the Schur complement matrix:
NSD o —1
K, = [K- ) L"K""(K*) K'L*] (26)
s=1
and taking into account (22):
NSD o _1
K, = ) LK -K"(K°) K°)L* (27)
s=1

Solving the equations system based on (24) may be realized as computing in the first step the
global interface displacementa)(and then the subdomains internal displacemeints (The
Schur complement is not explicitly constructed. Instead procedures like the Dirichlet-Neumann
are performed.8

3.2 Dual solution for the interface problem

The equilibrium equations may also be written in terms of the displacements for all subdo-
mainswu instead ofu. Remind thaw have redundant displacements for the interféof The
equilibrium systems may be written:
Ku=Ff (28)
For the example of figure 2 the size of this problemis= 48. Since there are redundant
displacements, compatibility conditions should be enforced:

Bu = 0 (29)
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(28) and (29) allows to obtain the solution of problem (17). Constraints (29) may be intro-
duced into (28) via Lagrange multipliers:

Ku=Ff+B'z (30)

z contains Lagrange multipliers to enforce compatibility (29) and physically they represent
the interaction forces needed to keep equal displacements of different subdomains nodes at
common interfaces.

Matrix K is
K 0 ... 0 ... 0 7
0 K2 ... 0 ... 0
KE=1y o . x ... o0 (31)
0 0 ... 0 ... KNP
and eq. 30 may be written:
Kiuw =f +B%2z | s=1,NSD (32)

If matrix K¢ is not singular (that is, the subdomain is -at least- isostatically supported) one
may write:
w = (K1 (f + BT 2) : s=1,NSD (33)
If however subdomain is afloatingone, i.e. their rigid body motions are not prevent, (32)
can be solved only if the rhs is orthogonal to the null space of the matrix. This means that:
(f* + BS"2)R* = 0 (34)

whereR? is a matrix with the rigid body modes of subdomaindt hasn, columnsn,. being
the size of the null space: at most 3 for 2D structures or 6 for 3D ones.

Physically the orthogonality condition means that (32) has a non trivial solution if the forces
are self-equilibrated. In this case displacements may computed as:

w = K® (f*+B*Tz) + R°a® | s=1,NSD (35)
K**) is a generalized inverse &, defined such a%:

K KWK = K* (36)

o’ is a vector of amplitudes which gives a linear combination of the rigid mifes
Introducing (35) into the second equation of (24) and taking into account (34), one can get:



MECOM 2005 — VIl Congreso Argentino de Mecanica Computacional

F[ G[ Z . b
o o)) [N @)
where

NSD
F, = Z BsK*BsT

s=1
G = |R} R} ... R |
R; = B'R®  (s=1,N))

NSD
b = Z BsK* im)fs
s=1

¢ = RTE (s=1,Ny)

K i _ (K*)~! if subdomain s is not floating
N K5 if subdomain s is floating

and N, the number of floating subdomains.

Equation (37) allows to compute the Lagrange multipliers and the amplitude of the rigid
modes for each subdomain, while equation (35) allows to compute the subdomain displace-
ments.

This is the dual Schur complement method or FETI, proposed by Farhat and® Roux.

3.3 Solving the analysis problem by minimization of the error in compatibility

The problem stated for all subdomains (28) required conditions (29) due to redundant degrees
of freedom at interfaces.

Instead of introducing (29) an iterative solution may be performed minimizing the error in
compatibility equations. This problem may be stated as an optimization problem:

Problem 1:
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find v+ andz such that:
min f(u) VYu € R™
subject to:
e’(u,z) =0 s=1,...NSD

whereu € R™ is the vector with nodal displacemenisis the objective function which, in
this case, is a norm of the error in compatibility conditions:

f(u) = [|Bull

and

e =Kuw —f —BTz=0 s=1,NSD (38)
represent the equilibrium equations for subdomgiandz € Rnz are the interaction forces
between subdomains at interfaef.

The minimization problem is solved as described in the next section, for optimization prob-
lems.
4 STRUCTURAL OPTIMIZATION

Structural optimization problems may be expressed as:

Problem 2:
find x such that:

subject to:
g(z) <0
0

wherex € R™ is the vector of design variableg;is the objective functiong € R is a set
of inequality constraints; anll € R™" a set of equality constraints.

In the so calledbne shot optimizationor simultaneous analysis and desjghe state vari-
ablewu are included among the problems unknowns and the state equations are included among
constraints:

Problem 3:
find x andu such that:

min f(x,u) Vx € R™ and Yu € R™

subject to:
g(x,u) <0
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0
0

h(x,u)
e(x,u)

whereu € R™ is the vector of state variables andc R"™ a set of equality constraints
representing the state equations.

First order optimality conditions, with Karush-Kuhn-Tucker conditions reads:

(Vif (%) + Vzg(X)A + Vzh(X)p + Vze(X)y =0
G(X)A=0
h(X) =0
e(x) = 0 (39)
A>0
\ g(X) <0

wherex” = [x"u’] is the vector of unknownsy € R", u € R™, v € R"™ are Lagrange
multipliers; G(X) = diag(g(X)); andV; denotes derivation with respectxo
The equations in system (39) may be put as:

¢(y) =0 (40)
with y = [xTu? \T,TvT]. Newton iteration to solve (40) leads to:
Vyo(y) d* = —o(y) (41)
being
kL _ xk
S
dk — )\k+1 _ )\k (42)
R K
B

superscripk refers to iteratiork. Equation (41) may be written:

S,z S.. V.g V.,h V,e dr
Sus See Vug V,h Ve dr

Vaof
v'llf
AV.gT AV, gT G 0 0 pLan 0 (43)
v,h” v,h’ 0 0 0 | |ut h
v.el Vv, 0 0 0 aans e
Matrix
Sxmsfﬂu
5= {SMSUJ

Is the hessian of the lagrangian function
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S =V2f + N'V2g + ' V?h + v V2%
andA is a diagonal matrix with\;; = \,.

The same equation may be used by repla@iryy the quasi-Newton matrix; or by the iden-
tity matrix, in a first order iteration scheme.

Eliminatingd® andv**! the system may be expressed as:

S.s — SzuAu — Au’'S,, + Au'S,,Au V,g - Au’V,g V,h—-Au’V,h dk ]

A(V.gl — V.glTAu) G 0 pLan
(V,hT — V,hTAu) 0 0 el
~Vof — Seudu+ AuT(V, f + Syuudu)]
= ~AV,.gTéu (44)
—h — V,h"6u |
where
fu = [V.ell e (45)
Au = [V,e']'V,e" (46)

4.1 Interior Point Algorithms

Interior point algorithms are based on starting with a feasible variable vector, satisfying all
constraints, and moving along descent directions always within the feasible region. A linear
correction to the search direction is introduced:

d, results from solving (43), and; results from

Sez Seu V.g V.h V.e] [ d 0
Sua Sw Vug Vuh Vee| | d* 0
AV,g" AV,.el G 0 0 e e (48)
v.,h™ v,hT 0 0 0 s 0
v,el V,el 0 0 0 yhtl 0

beingp a measure associated|ld,|| (see Herskovits and Sanfds

A further improvement to the search direction is introduced in the FAIPA algoritivimere
a line search is made in the direction
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x" = xF 4+ td + ¢2d (49)
givend by (47) andd resulting from equation:
Sea Seu Veg V,h V,el [ d* 0
Suz Swe Vug V,h Vyel| | dF 0
AV.gT AV,eT G 0 0 Mt = | —A @Y (50)
v.h" v,hi" 0 0 0 Mo —oh
v.el  Vv,el 0 0 0 phtl —°
o9 € R™, o € RP, andw® € R? are given by
@ = gx+d) — g(x) - Vg'(x)d (51)
o" = h(x+d) — h(x) — Vh'(x)d (52)
0 = e(x+d) — e(x) — Vel'(x)d (53)

4.2  Multidisciplinary Optimization
Optimization including two different fields may be stated as:

Problem 4:
find x, u andz such that:

min f(x,z,u) Vx € R™ Vu € R™ and ¥z € R™

subject to:
g(x,z,u) <0
h(x,z,u) =0
el(x,z,u) =0
e?(x,z,u) =0

beingz € R"* a set of variables representing the interaction between both fieldss' aid
the state equations of each filed.
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Figure 3: Problem divided into two subdomains

5 DOMAIN DECOMPOSITION IN STRUCTURAL AND MULTIDISCIPLINARY OP-
TIMIZATION

We focus on a linear elastic 2D, plane stress, optimization problem. Let the whole structure be
divided into two subdomains (figure 3).

The optimization problem may be stated as in Problem 4, where both, the design (element
thickness) and the state variables (nodal displacements), are split into those belonging to each

subdomain:
x! u!
el e

beingx! andu'! the design and state variables for subdomain 1x&hdndu? those for
subdomain 2.

Including the Karush-Kuhn-Tucker conditions, as in Problem 3, the following system, simi-
lar to (43) is got:

vﬂ?lg

Smlml SmlmQ Stlul S ! 2 VTlh Vzlel lee rdr v f'
T 1
szml SSC2CC2 szul Sx2u2 Vmgi szgz Vmgh Vmei VIQez d];;z me
Sulm Sulxz Sulul Suluz Vulgl Vung Vulh Vulel Vule2 dﬁl vulf
Sugxl Suzwz Su2u1 Sugug vuzg vuzg Vuzh v“ze Vuze dﬁ Vu f
AVagl AVLe” AVLgT AVLeT 6t 0 0 0 0 | W o |
AV, g2 AV,,g*" AV,g2 AV,g2 0 G? 0 0 0 ALt 0
Veh' Vb Vbt UhT 0 0 0 0 0 k1 h
Vxlel v$2e1 Vulel VUzelT 0 0 0 0 0 V{HJ e2
Vot vee?! veer Vel 0 0 0 0 o | Lyt L e ]

(54)

g?® are the inequality constraints associated to subdomamthis case we consider bounds
on elements stress:

05 — Oadm S 0

for element;. The Lagrange multipliers associated to this constraints are
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h are equality constraints for the displacement compatibility at intedface

e’ are the equality constraints for equilibrium of nodal forces at subdomaimd v, their
Lagrange multipliers.

The terms of the hessian matrix are of the form

Sas =Veg fHAVisg + NIV2 g+ ' Vigh+ [ V2 e + 1, V2, €

In this case, the gradients of the objective function contains the element area while the hes-
sian is null.

Derivatives with respect ta& are null for constraintg (stress) and (compatibility) in this
SAND formulation. Derivatives with respect io are non zero for both constraints. But the
second derivatives (for the hessian) are also null.

For the equilibrium equation we can see that derivatives @fith respect tac! are not zero,
but those with respect te? are zero. Similarly for derivatives with respectitoFinally second
derivatives with respect to the same variable are zeroVhut, e! are not zero, and the same
for subdomain 2.

In this way the global system reads:

T 0 Suius 0 0 0 0 Vel 0 7 rdk ] V., f]
0 0 0 Sayus 0 0 0 0 Vie?| |dk, V. f
Suz, 0 0 0 Vu,g' 0 V,h V,el' 0 k. 0
0 Susas 0 0 0  Vig® V,h 0 Vel | db 0

0 0  AV,g7l 0 G! 0 0 0 0 AFL g

0 0 0  AV,gl 0 G? 0 0 0 b1 0

0 0 V.,hT  v,h? 0 0 0 0 0 k+1 h
Veell 0 Ve’ 0 0 0 0 0 0 yht e!
L0 va,ert 0 Ve 0 0 0 0 0o ] Lt L e |
(55)

where it has also taken into account tRaf, f = 0 for subdomairs in this particular prob-
lem.

We can therefore perform the solution of the global system by solving at each subdomain 1
the following:

0 ST 0 0 Ve! dt Vo f
Suie 0 Vg V,h V,e! dk 0
0 AV,g'" G! 0 0 PLAY I 0 (56)
0 V. h? 0 0 0 s h+V,, h7d",
Vael' Ve’ 0 0 0 Zan e'

and similarly for subdomain 2. One can see thatandyvs ™ from subdomain 2 are needed
to solve the above system for subdomain 1, and viceversa. The interface foatesalso
required to compute the interface residual forces:
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el = K'lu' — f! —Blz

On the other hand the Lagrange multipliers computed at both subdomains. An iterative
scheme is proposed.

6 EXAMPLES

Some examples are shown of analysis and optimization of a linear elastic plane stress problem.
The aim is to show how domain decomposition methods may be used in this context. The
examples correspond to small problems as they are preliminary results of these techniques.

6.1 Structural analysis by using the Schur complement matrix

A plane stress problem as shown in figure 4 has been solved by domain decomposition, com-
puting the Schur complement matrix and solving a primal interface problem. It has been de-

composed into four subdomains as shown in figure 6. The deformed structure is given in figure
5, the maximum horizontal displacement at the upper right corner is 6.8924, which coincides

with the result of the standard finite element solution.

Figure 4: Plane stress problem: mesh and boundary Figure 5. Domain decomposition analysis of the
conditions plane stress problem: deformed mesh

6.2 Structural analysis by minimization of the interface displacement errors

The same problem as previously described has been solve by minimizing the error in compati-
bility of the interface displacements. This time the structure has been divided in two subdomains
(figure 7). Figure 8 gives the deformed mesh, where the upper right corner displacement was
6.3212. The tolerance for the function evaluation was 1.E-5. Figure 9 shows the evolution of a
norm of the error in the interface displacements, for the different iterations.
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0 2 4 6 8 10

Figure 6: Domain decomposition analysis for the Figure 7. Domain decomposition for analysis with
plane stress problem of figure 4 minimization of the interface displacements errors

L L L L L ! !
0 5 10 15 20 25 30 35 40 45 50
Iterations

Figure 9: Domain decomposition for analysis with
Figure 8: Analysis with minimization of the interface minimization of the interface displacements er-
displacements errors: deformed mesh rors, norm of the displacement errors at interface

6.3 Structural optimization using interior point algorithms

Structural optimization using interior point algorithms is illustrated with an elastic plane stress
cantilever, subject to concentrated loads as shown in figure 10, where the finite element mesh is
also drawn. The beam dimensions are 10x10 units and the initial thickness is uniform with unit
value. The initial volume, which is the objective function is 100.

The finite element mesh is composed by 128 triangular (linear) elements and 81 nodes. The
total variables for the optimization problem is 272, corresponding 128 to the element thickness
and 144 to the nodal displacements (state variables).

The initial values for the state variables correspond to an equilibrated configuration.

Inequality constraints are defined so as to limit the element stress under a maximum value
and the element thickness are bounded by a minimum value 0.01.

A feasible directions interior point strategy has been followed to solved this problem.
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Figure 11: Optimization of a cantilever beam: final

element thickness

After 67 iterations the beam volume is 14.65, the gradient of the lagrangian reached a value
of 3.62359e-005 and the residual of the equilibrium equation, 4.22405e-014.

Figures 12 and 13 show the evolution, with iterations, of the objective function and a norm
of the residual of the equilibrium equations.

The final thickness map is shown in figure 11. It can be seen that it roughly (with the
limitations of the finite element size, and with element uniform thickness) corresponds to what
is expected for a beam like the example.

Funcion Objetivo

100
|

Figure 12: Optimization of a cantilever beam: evolu-

L
3 40
Iteraciones

1
50

tion of the beam volume with iterations

7 CONCLUSIONS

0.025

s d equilibng

cota da las ecuacio

0.0065 | %

Figure 13: Optimization of a cantilever beam: evolu-

tion of a norm of the residual forces with iterations

A summary of domain decomposition methods has been given in this paper. Structural prob-
lems are treated in the work and in this context both analysis and optimization problems are
addressed. Domain decomposition is used to solve these problems. Some examples are shown
for analysis of a linear elastic plane structure, solved by direct computing of the interface vari-
ables, or by minimization of the interface error in displacement compatibility. On the other
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hand an interior point technique has been used for thickness optimization of the same structural
type. The use of domain decomposition strategy for this last problem has been outlined. Re-
sults are not shown since they are work in progress. The next step will be to make use of these
techniques in the frame of parallel computation.
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