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Abstract. A mixed finite element scheme designed for solving the time-dependent advection-diffusion
equations expressed in terms of both the primal unknown and its flux, incorporating or not a reaction
term, is studied. Once a time discretization of the Crank-Nicholson type is performed, the resulting
system of equations allows for a stable approximation of both fields, by means of classical Lagrange
continuous piecewise polynomial functions of arbitrary degree, in any space dimension. Convergence
results in the mean square sense in space for the primal unknown and its gradient, together with the flux
variable and its divergence, and in appropriate senses in time applying to this pair of fields are given.
Numerical experiments illustrate the performance of the scheme, while allowing to check the optimality
of the convergence results.
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1 INTRODUCTION

The numerical solution of advection-diffusion equations is known to be a delicate problem in
many respects, even when they are linear. This is particularly the case of simulations at high Pé-
clet numbers, due to the need to capture sharp gradients of the solution close to boundary layers.
In the framework of finite element approximations several approaches to handle this problem in
a satisfactory manner have been adopted since the seventies, and in this respect we would like to
quote the contributions of Heinrich cf. Heinrich et al. (1978) and Baba and Tabata cf. Baba and
Tabata (1981). The celebrated procedure introduced in the early eighties by Hughes and Brooks
Brooks and Hughes (1982) is still widely in use. It is based on the modification of the standard
Galerkin formulation by introducing stabilizing numerical diffusion in the streamline direction.
This is generally known as the SUPG technique, which gave rise the several variants since then,
such as Galerkin least-squares formulations. Other stable methods are suitable for the explicit
solution of transient problems, such as the one long exploited by Kawahara and collaborators
see e.g. Kawahara and Hirano (1983) in the eighties and the nineties. These can be viewed as
adaptions of the Lax or the Lax-Wendroff schemes for finite difference discretizations in space
and time to a finite element environment, to be used more specifically in the framework of a
standard piecewise linear Galerkin approximation. Recently the second author and collabora-
tors exploited this idea by modifying the method in such a way that it gives rise to convergent
approximations in the maximum norm, even for non uniform meshes cf. Ruas et al. (2009).

Later on several formulations of the Petrov-Galerkin or the least-squares type were sudied
for dealing with this mixed problem, mostly in the stationary case see e.g. Pehlivanov et al.
(1994). A one field alternative to all these methods was proposed more recently by Carneiro de
Araujo and the second author see e.g. Ruas and Carneiro de Araujo (2009). The main feature
of their method is a quadratic interpolation of the primal field of the Hermite type incorporating
the mean fluxes across element interfaces as degrees of freedom. Numerical experiments with
these elements and classical mixed methods of comparable order showed that the former are
globally more accurate.

Anyhow except for a few contributions such as Yang (2002), the numerical analysis of mixed
methods in the time-dependent case seems to have been overlooked, specially in the case where
advection plays a significant role. In this respect the contribution of the first author and collab-
orators based on a mixed space-time least squares formulation cf. Novo et al. (2006) showed
to be very effective from the computational point of view, while allowing for the use of space
interpolations of arbitrary order of both fields. In this paper we endeavour to give convergence
results that hold for a slightly modified version of this method, in which the time dependence
is handled by means of the classical Crank-Nicholson scheme, while keeping essentially the
same least-squares formulation, as far as space is concerned. Another interesting point of the
present contribution is the fact that the stability and convergence results do not rely on the fact
that a reaction term appears in the equations. In fact the case of the advection-diffusion-reaction
equations is treated here as a mere by-product of our analysis for advection-diffusion problems.

Differently from most works on the convergence of finite element methods for time-dependent
problems, the analysis carried out in this paper endeavours to address in a clear manner the two
steps to be demonstrated in order to establish the convergence in the sense of certain norms, of a
numerical method for solving differential equations. Indeed similarly to Ruas et al. (2009) and
Carneiro de Araujo et al. (2010), in accordance with the celebrated Lax Equivalence Theorem
cf. Lax and Richtmyer (1956), we do this by proving separately the method’s consistency and
stability in the same norms as convergence is supposed to hold.
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2 PROBLEM STATEMENT AND NOTATIONS

Let us consider the time-dependent advection-diffusion problem including or not a reaction
term, defined in a domain Ω × (0, T ), where Ω is a bounded subset of <N , N = 1, 2 or 3 with
boundary ∂Ω and T is a finite time, described as follows:
We wish to determine a scalar valued function u(x, t) satisfying:

∂tu−∇ ·K∇u+ w · ∇u+ σu = f in Ω× (0, T )
u = g on Γ0 × (0, T )
K∇u · ~ν = 0 on Γ1 × (0, T )
u = u0 in Ω for t = 0

(1)

where ~ν is the unit outer normal vector on ∂Ω, Γ0 and Γ1 are two disjoint portions of ∂Ω, ∂tG
represents the first order time derivative of a scalar or vector valued function G and ∇ denotes
the gradient operator. The measure of Γ1 may be null but the one of Γ0 is assumed to be strictly
positive.
Throughout this paper the dot product, besides being used to denote the standard inner product
of <N , in a term like∇·a represents the divergence of a vector valued function a, and in a term

like a · ∇ the operator
N∑
i=1

ai
∂

∂xi
.

In (1) K is a constant symmetric diffusivity tensor assumed to be positive-definite , and w is
a given advective velocity assumed to be solenoidal and to belong to [Cm(Ω̄)]N for a certain
m ∈ IN∗. We further assume that w satisfies the condition w · ~ν ≥ 0 on Γ1 (in this sense Γ1

is viewed as a part of ∂Ω containing only portions of either the outlet or slip walls surrounding
the region Ω, in which an incompressible fluid flows with velocity w). σ in turn is a non-
negative constant coefficient standing for an eventual reactive phenomenon associated with the
advection-diffusion process under study.
The data f and g are respectively, a given forcing function belonging to L∞[(0, T );L2(Ω)] cf.
Fujita et al. (2001) and a prescribed value on Γ0× (0, T ). For the sake of simplicity and without
essential losses in our analytical results, we take in this work g ≡ 0. We further assume that
u0 ∈ H1(Ω) and ∇ ·K∇u0 ∈ L2(Ω). We shall require additional regularity on both u0 and f
to be specified later on.

Let us define two Hilbert spaces for natural norms cf. Ciarlet (1978) and Girault and Raviart
(1986) which will play a key role in all the sequel, namely, V := {v / v ∈ H1(Ω), v/Γ0 = 0}
and Q := {q /q ∈ H(div,Ω), q/Γ1 · ~ν = 0} cf. Girault and Raviart (1986). We further
introduce the flux variable p := −K∇u, which belongs to Q by assumption. Then given a
strictly positive constant α we set (1) in the following equivalent mixed variational form of
the least-squares type, where (A,B) denotes the standard inner product of two scalar or vector
valued functions A and B in L2(Ω), and (A,B)K represents (KA,B), A and B being two
vector valued functions, and I denotes the identity operator.

Find u(·, t) ∈ V with ∂tu(·, t) ∈ L2(Ω) and u = u0 in Ω for t = 0,
together with p ∈ Q with p := −K∇u0 in Ω for t = 0,
such that ∀v ∈ V and ∀q ∈ Q we have for every t ∈ (0, T ) :

(∂tu+∇ · p + [w · ∇+ σI]u, v + α{∇ · q + [w · ∇+ σI]v})
+(∇u+K−1p,∇v +K−1q)K = (f, v + α{∇ · q + [w · ∇+ σI]v}).

(2)

Notice that (·, ·)K is an inner product on L2(Ω)N and the associated norm denoted by ‖ · ‖K

Mecánica Computacional Vol XXIX, págs. 4707-4720 (2010) 4709

Copyright © 2010 Asociación Argentina de Mecánica Computacional http://www.amcaonline.org.ar



is equivalent to the standard norm of this space, which incidentally will be denoted henceforth
by ‖ · ‖ even in the scalar case. More specifically it holds,

λ ‖ A ‖2≤‖ A ‖2
K≤ µ ‖ A ‖2, ∀A ∈ L2(Ω)N (3)

where λ and µ are respectively the smallest eigenvalue and the largest eigenvalue of K.

Remark 1: If equation (1) is written in dimensionless form λ−1 represents the so-called Péclet
number.

Remark 2: Strictly speaking in formulation (2) the Neumann boundary condition on Γ1 for u
need not to be enforced as the Dirichlet boundary condition p · ~ν = 0. Indeed this condition is
implictly satisfied by the fieldK∇u, and hence it is useless to prescribe it to p too. However we
do this here not only because such a condition is perfectly compatible with fields in H(div,Ω)
cf. Girault and Raviart (1986), but also because we need it for the analyses carried out hereafter.

Throughout this paper we denote by ‖ · ‖m,p,Ω the standard norm of Sobolev spaceWm,p(Ω)
cf. Adams (1975) with m ∈ IN and p ∈ <, p ≥ 1. Wm,2(Ω) is commonly denoted by Hm(Ω)
for m 6= 0. The standard norm of Hm(Ω) is simply denoted by ‖ · ‖m,Ω except for m = 0, all
those notations applying to scalar or vector versions of the corresponding spaces.

3 SPACE-TIME DISCRETIZATION

An adaption of the well-known Crank-Nicholson scheme for the time discretization of parabolic
equations in terms of a single field is used to discretize in time equation (1). More specifi-
cally, given an integer M , M > 1, we define a time step ∆t = T/M . This leads to a par-
tition of [0, T ] into M intervals In of equal length ∆t, namely In := ([n − 1]∆t, n∆t), for
n = 1, 2, . . . ,M . Then setting f r = f(r∆t) for any real number r ∈ [0,M ], starting from u0

and p0, for n = 1, 2, . . . ,M we determine an approximation of (u[n∆t]; p[n∆t]) denoted by
(un; pn), as the solution of:

un − un−1

∆t
+∇ · p

n + pn−1

2
+ (w · ∇+ σI)

un + un−1

2
= fn−1/2 in Ω

1

2
[K∇un + pn +K∇un−1 + pn−1] = ~0 in Ω

un = 0 on Γ0

K∇un · ~ν = 0 on Γ1.

(4)

In this work we will deal with the counterpart of equation (1) discretized in time, namely, a
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least squares formulation of system (4) analogous to (2) written as follows:



Starting from u0 ∈ V and p0 = −K∇u0 ∈ Q, for n = 1, 2, . . . ,M,
find un ∈ V and pn ∈ Q such that ∀v ∈ V and ∀q ∈ Q :

(un +
∆t

2
{∇ · pn + [w · ∇+ σI]un}, v + α{∇ · q + [w · ∇+ σI]v})

+∆t(∇un +K−1pn,∇v +K−1q)K/2
= ∆t(fn−1/2, v + α{∇ · q + [w · ∇+ σI]v})

+(un−1 − ∆t

2
{∇ · pn−1 + [w · ∇+ σI]un−1}, v + α{∇ · q + [w · ∇+ σI]v})

−∆t(∇un−1 +K−1pn−1,∇v +K−1q)K/2

(5)

A straightforward application of the Lax-Milgram Theorem, in all similar to the one con-
sidered in Section 5 for the fully discrete version of the stationary analogue of (5), establishes
that this system has a unique solution. By inspection it is also easy to see that the pair (un,pn)
satisfying (4) is this solution.

Remark 3: Both (4) and (5) are equivalent to the following time discretization of (1):
un − un−1

∆t
− (∇ ·K∇−w · ∇ − σI)

un + un−1

2
= fn−1/2 in Ω

un = 0 on Γ0

K∇un · ~ν = 0 on Γ1.

Now for the sake of simplicity we assume that Ω is an interval if N = 1, a polygon if N = 2
and a polyhedron if N = 3.

In so doing we consider an analogue of (5) discretized in space defined as follows:
Let Th be a partition of Ω into intervals for N = 1, into triangles or convex quadrilaterals
for N = 2, and into tetrahedra or convex hexahedra with quadrilateral faces for N = 3, with
maximum edge length equal to h. We assume that Th satisfies the usual compatibility conditions
for finite element meshes, and that it belongs to a quasi-uniform family of partitions. We also
assume that both Γ0 and Γ1 are such that they can be completely covered by the union of edges
for N = 2 or faces for N = 3, of elements belonging to Th. If Th consists of N -simplices, for
every E ∈ Th Rk(E) denotes the space of polynomials of degree less than or equal to k, and
otherwise Rk(E) denotes the space of functions defined as transforms of polynomials defined
in a unit square or cube Ê of degree less than or equal to k in each of the N space variables,
through the N -linear mapping from Ê onto E.
In so doing for any k ∈ IN∗ we introduce the following spaces associated with Th:

Sh,k :=
{
v | v ∈ C0(Ω̄) and v/E ∈ Rk(E), ∀E ∈ Th

}
,

Qh := {q ∈ Q | ∀i qi ∈ Sh,l} for l ∈ IN∗,

Vh := Sh,j ∩ V for j ∈ IN∗.

Then letting u0
h and p0

h be the standard Vh-interpolate of u0 and the Qh- interpolate of p0,
respectively, we set the following problem to approximate (5) (or yet (4)), for every n, n =
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1, 2, . . . ,M :

Starting from u0
h ∈ Vh and p0

h ∈ Qh, for n = 1, 2, . . . ,M,
find unh ∈ Vh and pnh ∈ Qh such that ∀v ∈ Vh and ∀q ∈ Qh :

(unh +
∆t

2
{∇ · pnh + [w · ∇+ σI]unh}, v + α{∇ · q + [w · ∇+ σI]v})

+∆t(∇unh +K−1pnh,∇v +K−1q)K/2
= ∆t(fn−1/2, v + α{∇ · q + [w · ∇+ σI]v})

+(un−1
h − ∆t

2
{∇ · pn−1

h + [w · ∇+ σI]un−1
h }, v + α{∇ · q + [w · ∇+ σI]v})

−∆t(∇un−1
h +K−1pn−1

h ,∇v +K−1q)K/2

(6)

As a simple application of the Lax-Milgram Theorem the following result holds:

Proposition 1: Problem (6) has a unique solution for every ∆t.

In general scheme (6) is not suitable for practical purposes since the exact integration of
terms involving w and f is out of reach. That is why in principle we must resort to numerical
integration of such terms, which will be interpreted here as the replacement of w or f r with
their standard interpolates wh and f rh in [Sh,l+1]N and Sh,j respectively, to be specified later on.
In this manner we are led to a new approximate problem instead of (6). Denoting its solution in
the same way as the one of problem (6) for simplicity, this problem is stated as follows:



Starting from u0
h ∈ Vh and p0

h ∈ Qh, for n = 1, 2, . . . ,M,
find unh ∈ Vh and pnh ∈ Qh such that ∀v ∈ Vh and ∀q ∈ Qh :

(unh +
∆t

2
{∇ · pnh + [wh · ∇+ σI]unh}, v + α{∇ · q + [wh · ∇+ σI]v})

+∆t(∇unh +K−1pnh,∇v +K−1q)K/2

= ∆t(f
n−1/2
h , v + α{∇ · q + [wh · ∇+ σI]v})

+(un−1
h − ∆t

2
{∇ · pn−1

h + [wh · ∇+ σI]un−1
h }, v + α{∇ · q + [wh · ∇+ σI]v})

−∆t(∇un−1
h +K−1pn−1

h ,∇v +K−1q)K/2

(7)

Problem (7) is well-posed too, owing to the definitions of wh and f rh .

4 STABILITY

Remark 4: Throughout the remainder of this work the letter C combined or not with other
symbols will represent different strictly positive constants independent of ∆t and h.

In this Section we proceed to the stability analysis of scheme (7). For this purpose it is

R. LEAL TOLEDO, V. RUAS4712

Copyright © 2010 Asociación Argentina de Mecánica Computacional http://www.amcaonline.org.ar



convenient to assume that we are solving a more general problem, namely:



Starting from u0
h ∈ Vh and p0

h ∈ Qh, for n = 1, 2, . . . ,M,
find unh ∈ Vh and pnh ∈ Qh such that ∀v ∈ Vh and ∀q ∈ Qh :

(unh +
∆t

2
{∇ · pnh + [wh · ∇+ σI]unh}, v + α{∇ · q + [wh · ∇+ σI]v})

+∆t(∇unh +K−1pnh,∇v +K−1q)K/2 =

∆t{Ln−1/2
h (v + α{∇ · q + wh · ∇+ σI]v}) +

√
∆tG

n−1/2
h (∇v +K−1q)}

+(un−1
h − ∆t

2
{∇ · pn−1

h + [wh · ∇+ σI]un−1
h }, v + α{∇ · q + [wh · ∇+ σI]v})

−∆t(∇un−1
h +K−1pn−1

h ,∇v +K−1q)K/2

(8)

We assume that Ln−1/2
h and Gn−1/2

h are linear functionals satisfying:{
L
n−1/2
h (d) ≤ |Ln−1/2

h | ‖ d ‖, ∀d ∈ Dh,
G
n−1/2
h (d) ≤ |Gn−1/2

h | ‖ d ‖K , ∀d ∈ Dh,
(9)

where | · | denotes the standard functional norm and Dh is the function space that equals the
direct sum of Vh, the space spanned by the first order derivatives of functions in Vh and the
space spanned by the first order derivatives of components of vector fields in Qh. together with
its first order derivatives, and Dh = {d|di ∈ Dh, i = 1, . . . , N}.
Notice that in the problem we are solving we have Ln−1/2

h (v) = (f
n−1/2
h , v) ∀v ∈ L2(Ω) and

G
n−1/2
h ≡ 0.
In our stability analysis the following quantity is needed:

D :=‖ ∇ ·wh ‖0,∞,Ω (10)

Notice that ∇ ·w = 0. Hence assuming that the regularity w ∈ [H l+2(Ω)]N holds, if m is the
largest integer such that 1 ≤ m < l + 2 − N/2 we have w ∈ [Cm(Ω̄)]N cf. Adams (1975). In
this way, according to standard approximation results, there exists a constant Cw such that,

D ≤
√
N ‖ w −wh ‖1,∞,Ω≤ Cwh

m−1 ‖ w ‖m,∞,Ω . (11)

For problem (refStab1) the following stability result holds:

Theorem 1: Taking α = ∆t/2, setting γ := max{max[2σ, 4] +
D

4
,
19W 2

2δλ
, 4 +

2W 2

λ
,
3W 2

λ
}

with δ = (3 −
√

5)/4, where W := Cl sup
Ω
|w|, and assuming that γ∆t ≤ 1

2
, the following

stability result holds for scheme (8):



∀n ≤M : ‖ unh ‖2 +
λ∆t

2
‖ ∇unh ‖2

+∆t
n∑
i=1

[
‖ uih − ui−1

h ‖2

8∆t
+
δ

µ
‖ pih + pi−1

h ‖2 +
∆t

24
‖ ∇ · (pih + pi−1

h ) ‖2

]
≤ (3e2)γT

[
‖ u0

h ‖2 +
µ∆t

2
‖ ∇u0

h ‖2 +∆t
n∑
i=1

{|Li−1/2
h |2 + |Gi−1/2

h |2}

]
.

(12)
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As an immediate consequence of Theorem 1 we have

Corollary 1: Provided γ∆t ≤ 1/2, stability holds in the following sense for scheme (7):



∀n ≤M : ‖ unh ‖2 +
λ∆t

2
‖ ∇unh ‖2

+∆t
n∑
i=1

[
‖ uih − ui−1

h ‖2

8∆t
+
δ

µ
‖ pih + pi−1

h ‖2 +
∆t

24
‖ ∇ · (pih + pi−1

h ) ‖2

]
≤ (3e2)γT

[
‖ u0

h ‖2 +
µ∆t

2
‖ ∇u0

h ‖2 +∆t
n∑
i=1

||f i−1/2
h ||2

]
.

(13)

5 CONSISTENCY

Henceforth we take α = ∆t/2, and consider that ∆t is related to h in a fixed manner, namely,

∆t = C∆h
τ , (14)

where τ is a strictly positive real number. In so doing we introduce three powers of h, namely,

ρ0 = min{l + min[2, τ ], j + min[1, τ/2]},

ρ1 = min{l + min[1, τ/2], j},

ρ2 = min{l + min[1− τ/2, 0], j − τ/2]}.

Moreover from this Section on we assume that Ω is convex.

As an additional preparatory step to address the convergence of our scheme, we establish in
this Section that it is consistent in an appropriate sense. For this purpose we define in [0, T ] a pair
(ũh(t); p̃h(t)) ∈ Vh ×Qh as a sort of projection (ũh; p̃h) of u(t) and p(t) = −K∇u(t). Such
a projection is defined by solving a stationary problem in all similar to (7), taking a function f
on the right hand side defined upon u(t) for each value of t ∈ [0, T ]. Actually assuming that
∀t ∈ [0, T ] u(t) ∈ Hk(Ω) with k = max{l + 1, j + 1}, since wh is uniformly bounded in
[W 1,∞(Ω)]N we can prove that ∀t ∈ [0, T ]:

‖ [p− p̃h](t) ‖ + ‖ [u− ũh](t) ‖1,Ω≤ Ĉ1h
ρ1 ‖ u(t) ‖k,Ω (15)

and ‖ ∇ · [p− p̃h](t) ‖≤ Ĉ2h
ρ2 ‖ u(t) ‖k,Ω . (16)

The pair (ũh(t); p̃h(t)) is continuously differentiable with respect to t in [0, T ], since the
datum u is continuously differentiable with respect to time in [0, T ]. Then clearly enough the
pair (∂tũh(t); ∂tp̃h(t)) is well-defined in Vh × Qh for every t ∈ [0, T ]. Moreover by well-
known arguments cf. Thomee (1997) we can prove that it is precisely the unique solution of our
stationary projection problem when the datum u(t) is replaced by ∂tu, since none of the data
w, K and σ depend on t. Moreover assuming that both u(t) and ∂tu(t) belong to Hk(Ω) ∀t ∈
[0, T ], provided Ω is convex we can prove in a rather standard manner that ∀t ∈ [0, T ]:{

‖ [u− ũh](t) ‖≤ Ĉ0h
ρ0 ‖ u(t) ‖k,Ω

‖ [∂tu− ∂tũh](t) ‖≤ Ĉ0h
ρ0 ‖ ∂tu(t) ‖k,Ω .

(17)
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Next we define (ũnh; p̃nh) ∈ Vh × Qh as the pair (ũh(t); p̃h(t)) for t = n∆t and n =
0, 1, . . . ,M .

Then we apply scheme (8) to the pair (ũnh; p̃nh) ∈ Vh × Qh, assuming that un−1
h and pn−1

h

are replaced by ũn−1
h ∈ Vh and p̃n−1

h ∈ Qh respectively, for n = 1, 2, . . . ,M . In so doing we
determine the residuals in (8), when (unh; pnh) is replaced by (ūnh; p̄nh) := (ũnh−unh, p̃nh−pnh) and
(un−1

h ; pn−1
h ) is replaced by (ūn−1

h ; p̄n−1
h ) := (ũn−1

h − un−1
h ; p̃n−1

h − pn−1
h ).

By definition we have for a given n ≥ 1:



∀v ∈ Vh and ∀q ∈ Qh :

∆t{Rn−1/2
h (v +

∆t

2
{∇ · q + [wh · ∇+ σI]v}) +

√
∆t[Sn−1/2

h (∇v) + Pn−1/2
h (q)]}

= (ūnh − ūn−1
h , v +

∆t

2
{∇ · q + [wh · ∇+ σI]v})

+
∆t

2
{(∇ · p̄nh + [wh · ∇+ σI]ūnh, v +

∆t

2
{∇ · q + [wh · ∇+ σI]v})

+(∇ūnh +K−1p̄nh,∇v +K−1q)K/2

+(∇ · p̄n−1
h + [wh · ∇+ σI]ūn−1

h , v +
∆t

2
{∇ · q + [wh · ∇+ σI]v})

+(∇ūn−1
h +K−1p̄n−1

h ,∇v +K−1q)K/2};
(18)

where Rn−1/2
h is a functional representing the residual in the first equation of (8) and Sn−1/2

h

stands for the residual associated with the second equation of (8).

Setting ũr := u(r∆t) and p̃r := p(r∆t) for r ∈ [0,M ], and noticing that∇ũr +K−1p̃r = ~0
∀r ∈ [0,M ], from the definition of (ũnh; p̃nh), and noticing that (unh; pnh) is the solution of (7),
after some manipulations we can rewrite (18) for a given n ≥ 1 as follows:



∀v ∈ Vh and ∀q ∈ Qh :

∆t{Rn−1/2
h (v +

∆t

2
{∇ · q + [wh · ∇+ σI]v}) +

√
∆tSn−1/2

h (∇v +K−1q)}

= (ũnh − ũn−1
h , v +

∆t

2
{∇ · q + [wh · ∇+ σI]v})

+
∆t

2
{(∇ · p̃n + [wh · ∇+ σI]ũn, v +

∆t

2
{∇ · q + [wh · ∇+ σI]v})

+(∇ · p̃n−1 + [wh · ∇+ σI]ũn−1, v +
∆t

2
{∇ · q + [wh · ∇+ σI]v})}

−∆t(f
n−1/2
h , v +

∆t

2
{∇ · q + [wh · ∇+ σI]v}).

(19)

In view of (19) Sn−1/2
h is readily seen to be the null functional. On the other hand we observe

thatRn−1/2
h is expressed in terms of a single function denoted by F n−1/2

h . In short we have:
∀v ∈ Vh and ∀q ∈ Qh :

Rn−1/2
h (v +

∆t

2
{∇ · q + [wh · ∇+ σI]v})

= (F
n−1/2
h , v +

∆t

2
{∇ · q + [wh · ∇+ σI]v}).

(20)

In this way after estimating (in the L2-norm) the function F n−1/2
h , using (17), (15) and (16) we
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are led to:

Proposition 5: Let f ∈ L∞[(0, T );Hj+1(Ω)], w ∈ {H l+2(Ω)}N , ∂tttu ∈ L∞[(0, T );H1(Ω)]

and u, ∂tu ∈ L∞[(0, T );Hk(Ω)] for k = max{l + 1, j + 1}. Then we have:

|Rn−1/2
h | ≤ CR(w) gR(u)(∆t2 + hρ0) (21)

where gR(u) = max{ sup
s∈(0,T )

ess ‖ ∇∂tttu(s) ‖, sup
s∈(0,T )

ess [‖ f(s) ‖j+1,Ω + ‖ ∂tu(s) ‖k,Ω

+ ‖ u(s) ‖k,Ω]}.

6 CONVERGENCE

In this Section we establish the convergence of the method in natural norms outlined in (12).
In this aim we first suppose that in problem (8) Ln−1/2

h = Rn−1/2
h and Gn−1/2

h = Sn−1/2
h . Then

the following result holds:

Proposition 6: Let ∆t = T/M with M > 2γT where γ is defined in the statement of Theorem
1. Then we have ∀n ≤M :



‖ ūnh ‖2 +
λ∆t

2
‖ ∇ūnh ‖2

+∆t
n∑
i=1

[
‖ ūih − ūi−1

h ‖2

8∆t
+
δ

µ
‖ p̄ih + p̄i−1

h ‖2 +
∆t

24
‖ ∇ · (p̄ih + p̄i−1

h ) ‖2

]
≤ (3e2)γT

{
∆t

n∑
i=1

|Ri−1/2
h |2+ ‖ ũ0

h − Ih,j(u0) ‖2 +
µ∆t

2
‖ ∇[ũ0

h − Ih,j(u0)] ‖2

}
.

(22)
Corollary 2: Under the same assumptions as in Propositions 5 and 6, if u0 ∈ Hk(Ω), ∆t is
given by (14) and h is small enough for the inequality γ∆t ≤ 1/2 to hold, we have ∀n ≤M :



{
‖ ūnh ‖2 +

λ∆t

2
‖ ∇ūnh ‖2

+∆t
n∑
i=1

[
‖ ūih − ūi−1

h ‖2

8∆t
+
δ

µ
‖ p̄ih + p̄i−1

h ‖2 +
∆t

24
‖ ∇ · (p̄ih + p̄i−1

h ) ‖2

]}1/2

≤ C̄(w)eγT hρ3 [gR(u)+ ‖ u0 ‖k,Ω].

(23)

where gR(u) is defined in the statement of Proposition 5 and ρ3 is given by:

ρ3 = min{2τ, l + min[2, τ ], j + min[1, τ/2]}. (24)

We are now ready to give our convergence results. Recalling that (ũn; p̃n) := (u[n∆t]; p[n∆t])
first we have:

Theorem 2: Let the assumptions of Corollary 2 hold. If ∆t fulfills (14) and h is small enough
for the inequality γ∆t ≤ 1/2 to hold, ∃ C1 and C2 depending only on τ , l, j, Ω, T , K, w and σ
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such that ∀n ≤M the following estimates apply:
‖ ũn − unh ‖≤ C1 h

η0 gR(u);
‖ ∇(ũn − unh) ‖≤ C2 h

η1 [gR(u)+ ‖ u0 ‖k,Ω];
η0 = ρ3 and η1 = η0 − τ/2.

(25)

As a consequence of Theorem 2, convergence in the sense of L2(Ω) of unh to u(t), and of
∇unh to ∇u(t) as n goes to ∞ and h goes to zero is established, provided t = n∆t remains
fixed. Next we give another result stating the convergence of pnh to p and of ∇ · pnh to ∇ · p
in a weaker sense. More precisely we mean the sense of the discrete norm of L2[(0, T );L2(Ω)]
denoted by ‖ · ‖M given by,

‖ G ‖M := [
M∑
n=1

∆t ‖ Gn−1/2 ‖2]1/2, with Gr = G(r∆t), for r ∈ [0,M ], G being a scalar

(resp. vector) valued function belonging to C0{[0, T ];L2(Ω)} (resp. {C0{[0, T ];L2(Ω)}}N ).

Here it is particularly handy to define two functions ph(x, t) and p̃h(x, t), both constant in
each interval In, whose values for every t ∈ In are (pnh + pn−1

h )/2, (p̃nh + p̃n−1
h )/2 respectively,

for n = 1, 2, . . . ,M .

Theorem 3: Under the same regularity assumptions on the solution of (1) made in Theorem 2
and for M > 2Tγ, ∆t being given by (14) ∃ C3 and C4 depending only on τ , l, j, Ω, T , K, w
and σ such that: 

‖ p− ph ‖M≤ C3h
η1 [gR(u)+ ‖ u0 ‖k,Ω];

‖ ∇ · (p− ph) ‖M≤ C4h
η2 [gR(u)+ ‖ u0 ‖k,Ω]

with η2 = η1 − τ/2.
(26)

Finally we give an a priori error estimate in the standard norm of L2[(0, T );L2(Ω)] cf. Fu-
jita et al. (2001) denoted here more simply by ‖ · ‖0,T,Ω, applying to the time-derivative of u
approximated by a function uh obtained with our method. More specifically, uh(x, t) is defined
to be the function that varies linearly with t in each interval In for every n, and whose value for
t = n∆t is unh, n = 1, 2, . . . ,M , ∀x ∈ Ω.

Theorem 4: Under the same regularity assumptions on the solution of (1) made in Theorem 2
and for M > 2Tγ, ∆t being given by (14) ∃ C5 depending only on τ , l, j, Ω, T , K, w and σ
such that,

‖ ∂t[u− uh] ‖0,T,Ω≤ C5h
η3 fR(u). (27)

where fR(u) = gR(u)+ ‖ u0 ‖k,Ω + ‖ ∂tu ‖L2[(0,T );Hk(Ω)] + ‖ ∂ttu ‖L2[(0,T );H1(Ω)] and
η3 = min{τ, l + min[2− τ/2, τ/2], j + min[1− τ/2, 0]}.

Remark 5: As far as numerical integration is concerned it is possible to refine our error analysis.
This could be achieved by resorting to numerical integration formulae applying to the products
(w ·∇d, e) and (f, d) for d, e ∈ Dh instead of w and f alone, and to the well-established theory
on variational crimes cf. Strang and Fix (1973). However by no means this would change the
essence of the convergence results presented in this work.
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7 NUMERICAL EXPERIMENTS

In order to check the optimality of the error estimates obtained in this work, the authors car-
ried out some experiments with their method, by solving a test problem with known analytical
solution with piecewise linear finite element representations of both unknown fields.
More specifically equation (1) is approximated in the domain Ω × (0, T ), where Ω is the unit
square (0, 1)2 and T = 1. We present below some relevant results for the case where Γ0 is the
portion of ∂Ω given by xy = 0, taking K = I and w(x, y) = (y;x)/2.
We consider an exact analytical solution given by:{

u(x, y, t) = (x− x2/2)(y − y2/2)e−t;
p(x, y, t) = ([x− 1][y − y2/2]; [y − 1][x− x2/2])e−t.

In so doing the forcing function f is simply set to be equal to ut +∇ · p−w · p.
We solved this problem with uniform triangular meshes obtained by first subdividing Ω into

L2 equal squares with edge length h = 1/L, each one of them being in turn subdivided into two
triangles by taking their diagonals parallel to the line x = y.
We display in Tables 1 and 2 below absolute approximation errors for increasing values of L, by
taking M = L, i.e. ∆t = h. In Table 1 we give errors in the norm of L2(Ω) of the approximate
values of u and∇u for t = T . In Table 2 we supply the errors of p,∇ · p and ut in the norm of
L2[(0, T );L2(Ω)] (in both discrete and continuous versions according to the field).

L u ∇u
8 0.5887054E-03 0.1232884E-01

16 0.1461917E-03 0.5910155E-02
32 0.4061363E-04 0.2898990E-02
64 0.4013044E-04 0.1474399E-02

Table 1: Absolute errors of u and ∇u in the norm of L2(Ω) for t = 1.

L p ∇ · p ut

8 0.2562423E-02 0.2061569E-01 0.1511747E-02
16 0.6670678E-03 0.1060378E-01 0.3973692E-03
32 0.1790714E-03 0.5377365E-02 0.1118547E-03
64 0.1207285E-03 0.2714279E-02 0.1243903E-03

Table 2: Absolute errors in the L2[(0, 1); L2(Ω)]-norm of p,∇ · p and ut.

As one can infer from both tables, convergence rates observed from the numerical results are
in perfect agreement with the theoretical predictions, as far as the gradient of u is concerned.
This is also roughly the case of p, since the observed convergence rate, though greater than 3/2
for lower values of L gets closer to 1 as L increases. On the other hand a convergence rate better
than 1/2 (about 1), can be reported for the divergence of p. Less clear observations apply to
both u and ut, since the numerical convergence rates for small values of L are rather close to 2
and 7/4 respectively, instead of 3/2 and 1, but deteriorate significantly as L increases. Notice
that this effect cannot be explained by increasing roundoff errors as the value of L becomes
larger, since it does not reflect on errors of other fields, such as the L2 errors of ∇u.
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8 CONCLUSIONS

To conclude we would like to comment the results obtained in this work:
Convergence in space in the H1(Ω) and H(div,Ω) norms was demonstrated for both fields
involved in the mixed formulation, approximated by finite elements of arbitrary order in space.
Provided τ ≤ 2 such results are optimal in the L∞[(0, T );H1(Ω)]-norm for the primal variable
u, and in the L2[(0, T );L2(Ω)]-norm for the flux variable p. On the other hand only sub-
optimal results in the L∞[(0, T );L2(Ω)]-norm hold for the primal variable if ∆t = O(h). If
∆t = O(h2) optimality is recovered or maintained in all the error estimates above, but in this
case we have to deal with a stringent and not so natural condition on ∆t for a scheme of the
Crank-Nicholson type. For this reason among others, the choice τ > 2 should be discarded. In
global terms our results indicate that the best orders of convergence are attained for j = l + 1,
l = 3 and ∆t = O(h2), but this choice is certainly not reasonable at all from the computational
point of view. More realistically if one sticks to popular piecewise linear approximations of
both fields, that is if j = l = 1, and takes ∆t = O(h), the following orders of convergence have
been demonstrated: 

‖ [u− uh](n∆t) ‖= O(h3/2), ∀n;

‖ ∇[u− uh](n∆t) ‖= O(h), ∀n;

{
∫ T

0

‖ [p− ph](s) ‖2 ds}1/2 = O(h);

{
∫ T

0

‖ ∇ · [p− ph](s) ‖2 ds}1/2 = O(h1/2);

{
∫ T

0

‖ ∂t[u− uh](s) ‖2 ds}1/2 = O(h);

No significant discrepancies between the above theoretical predictions and the numerical
results exhibited in the previous section were found, except perharps for the divergence of p.
Notice that a persistent lack of optimality in the L2 error estimates for the primal variable u is
to be found in other authors’ works on least-squares finite element methods for time-dependent
problems see. e.g. Yang (2002). In this work the authors pointed out in an explicit manner the
source of this phenomenon, namely, the sub-optimal estimate (17).

A final word of clarification about the assumptions on the data K, w and σ is in order: Al-
though the analysis becomes technically much more complicated if they depend on space and
time, under reasonable hypotheses on the regularity of these data, the same qualitative con-
vergence results as in the case studied here should hold. Actually the authors are currently
exploiting their numerical approach in the framework of time-dependent advection-diffusion
problems of practical interest, in which all those data vary in both space and time. Correspond-
ing results will be reported shortly in Leal-Toledo and Ruas (2010).
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