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#### Abstract

Mammography is one of the most effective methods used today for early breast cancer detection. Mammography equipment, is able to take breast radiographies, and is specially designed for it. Quality Control and Quality Assurance, provides a guarantee for the best possible image quality with an acceptable radiation dose. Threshold contrast visibility is one of several tests used in quality control, with international recognition for the acceptance of the system. This test is possible thanks to image processing of the CDMAM (Contrast-Detail Mammography) Phantom.

This paper presents a new algorithm, called MIQ (MammoIQ), for evaluating the CDMAM phantom used in digital mammography. The method consists on evaluating each cell using Mathematical Morphology and digital image processing techniques to determine the eccentric disks. Granulometry concepts are introduced for the CDMAM phantom, pattern spectrum and size distribution. The results are compared with the CDCOM software and a human observer, through the Image Quality Factor (IQF) parameter and Contrast-Detail Curve. The combined results, allow to compare different curves from several images, and to compare the performance of different systems.

Twenty-eight (28) images are analyzed. They are acquired from three different systems, and gathered into three different groups (Systems 1, 2 and 3) according to the system where they were acquired. The calculated metrics used are Contrast-Detail Curve, Size Distribution, Pattern Spectrum, and Image Quality Factor (IQF). System 2 presents a better contrast-to-detail ratio with respect to the other systems. The results obtained with the algorithm MIQ present a greater similarity to the results obtained by human observers. The presented algorithm provides non-ambiguous and fast results for expert and non-expert evaluators.


## 1 INTRODUCTION

Breast cancer is one of the main causes of death in women arround the world. Government and non governmental organizations, research centers, companies, and others have invested a lot of effort, time and money, to provide early detection for this disease. Magnetic resonance, ultrasound, computed tomography and mammography are the most common techniques for detection and diagnosis of breast cancer (Feig et al., 2004). Mammography is the gold standard, because of its high resolution and relatively low costs.

High resolution and good image quality can be achieved through methods and tests called Quality Assurance and Quality Control, in which the system must be tested. To guarantee image quality, manufacturers and research centers have issued quality control manuals to assure the best image quality with as low as possible radiation doses (Feig et al., 2004; Siemens A. G., 2008; Cerezo, 2006).

Threshold contrast visibility is one of several tests used in digital mammography (Perry et al., 2006). This test consists in determining the contrast threshold associated with circular objects (disks). Diameter disks are between $0,06 \mathrm{~mm}$ and $2,0 \mathrm{~mm}$, and thickness disks are between $0,03 \mu \mathrm{~m}$ and $2,00 \mu \mathrm{~m}$. An evaluator can spend around 75 to 90 minutes to perform the test for digital systems or analog systems with CR (Computed Radiography) (Chevalier et al., 2007). Moreover, is needed an expert observer with training in this field, to obtain reliable results.

A CDMAM phantom is used to perform the test, it has a rectangular shape and 205 cells containing disks of $99.99 \%$ pure gold.

The phantom is placed between two pieces of plexiglass 20 mm each, in order to get 45 mm of thickness, that is equivalent to a breast with 60 mm thickness. Later, an exposure in Automatic Exposure Control (AEC) is take, selecting the normal clinical settings used in the system. Then, the raw image is analyzed, that means without processing. The procedure should be repeated shifting the phantom slightly, with the purpose of varying the relative position of details with respect to detector elements. The observer uses a template, which should indicate the right position of the visualized eccentric disks. The next step is comparing the original pattern with the eccentric disk detected, for penalizing each cell using nearest neighbor correction, and then determining threshold contrast visibility (Karssemeijer and Thijssen, 2004; Feig et al., 2004).

Since this procedure is time consuming, tedious, and results depend on the errors and expertise of the observer, we propose an algorithm that provides an automatic tool for the evaluation and analysis of CDMAM.

## 2 METHODOLOGY

The methodology is based on mathematical morphology methods, in order to automatically detect the grid of the phantom. Every cell is labeled, isolated and processed individually for determining its eccentric disk. After the eccentric disks have been determined, the detected position is compared against an evaluation form containing the correct position of the eccentric disk. The algorithm reads the eccentricity matrix and corrects the Contrast-Detail Curve using the nearest neighbor correction. Once every disk is reconstructed, granulometry is applied.

### 2.1 Definition of Structuring Elements

There are plenty of sizes and shapes of Structuring Elements (SEs). The size and shape for the Structuring Element will be selected according to the object to be analyzed. However, there are two SEs with special importance, $S E_{45}$ and $S E_{-45}$. Both of them have straight line shape, but with orientation $45^{\circ}$ and $-45^{\circ}$ degrees respectively. The size of each SE in pixels
$N_{p x}$, is equal to the size of one side of a cell in the phantom $S_{O}$ (see Fig. 1) multiplied by the magnification $M$ and divided by the pixel physical size $I P S$. Eq. 1 shows the size of each SE in pixels.

$$
\begin{equation*}
N_{p x}=\frac{M \cdot S_{O}}{I P S} \tag{1}
\end{equation*}
$$

From $S E_{45}$ and $S E_{-45}$ it is possible to construct $S E$, it has size and shape equal to a cell of CDMAM. Fig. 1 shows the main SEs used in this work.


Figure 1: (a) Object size used to construct SE. (b) SE with straight line shape and 45 degree. (c) SE with straight line shape and -45 degree. (d) SE with size and shape equal to a cell of CDMAM. The sizes of SEs are determined through the magnification and the pixel physical size.

### 2.2 Detection Grid

The top-hat transformation is used for shadow correction on the grid. Shadow correction is useful to compensate the Heel effect on the image (Curry et al., 1990; Karssemeijer and Thijssen, 1996). Two morphological openings are made using $S E_{45}$ and $S E_{-45}$ to enhance straight lines in the grid. Fig. 2 shows the result of this operation, $I$ is the original image, $I_{0}$ is the original image after the top-hat transformation, $I_{45}$ is the original image after a complete opening with $S E_{45}$, and similarly $I_{-45}$ is the original image after a complete opening with $S E_{-45}$.


Figure 2: (a) Original image of CDMAM. (b) Shadow correction after applying the top-hat transformation. (c) Image after a complete opening with $S E_{45}$. (d) Image after a complete opening with $S E_{-45}$. Images (c) and (d) are shown in negative for a better perception.
$I_{45}$ and $I_{-45}$ are thresholded through Eq. 2 and Eq. 3 respectively, where $k$ has a constant value of 0.1 . Fig. 3 shows $I_{a}$ and $I_{b}$ results of thresholding. Finally, adding (union of sets) $I_{a}$
and $I_{b}$, produces $I_{c}$ (Eq. 4), which contains the grid (see Fig. 3(c)).

$$
\begin{align*}
& I_{a}= \begin{cases}1, & \text { if } I_{45}>\min \left(I_{45}\right)+k\left(\max \left(I_{45}\right)-\min \left(I_{45}\right)\right), \\
0, & \text { otherwise } .\end{cases}  \tag{2}\\
& I_{b}= \begin{cases}1, & \text { if } I_{-45}>\min \left(I_{-45}\right)+k\left(\max \left(I_{-45}\right)-\min \left(I_{-45}\right)\right), \\
0, & \text { otherwise }\end{cases}  \tag{3}\\
& I_{c}=I_{a} \cup I_{b} \tag{4}
\end{align*}
$$



Figure 3: (a) $I_{a} . I_{45}$ thresholded. (b) $I_{b}$. $I_{-45}$ thresholded. (c) $I_{c}$. Unions of sets, $I_{a} \cup I_{b}$. Images are shown in negative for a better perception.

Several artifacts are presented on image $I_{c}$, to solve this problem it is necessary to use an Alternating Sequential Filter (ASF), defined as an opening followed by a closing (Eq. 5) (Contreras and Rodríguez, 2010), where $B_{1}$ represents a SE with size and shape equal to a cell, and $B_{2}$ represents a square-shaped SE with a size of six pixels.

$$
\begin{equation*}
A F_{B_{1}, B_{2}}=\left(A \circ B_{1}\right) \bullet B_{2} \tag{5}
\end{equation*}
$$

Many of the artifacts are eliminated, however, there are still remains some artifacts on the image. Using 8 -adjacency (Gonzalez and Woods, 2008) on $I_{1}$ we get $I_{2}$ labeled. The histogram of image $I_{2}$ is determined $H\left(I_{2}\right)$, and the mode is calculated $\operatorname{mode}\left(H\left(I_{2}\right)\right)$. The mode is the value that occurs the most frequently in a data set, and it also represents the maximum number of pixels labeled. A grid without artifacts is shown in Fig. 4(b) and is called $I_{m}$.


Figure 4: (a) $I_{1}$, many of the artifacts are eliminated. (b) $I_{m}$, grid without artifacts. Images shows in negative.

### 2.3 ROI's Egdes

External edges of the grid are located. Through binary images of top border $I b_{t}$, bottom border $I b_{b}$, left border $I b_{l}$ and right border $I b_{r}$, we calculated the external edges $I b_{e x}$ using the

AND operator. Intersecting $I b_{e x}$ and $I_{m}$ we obtain $I_{m 2}$ (Eq. 6) as shown in Fig. 5.

$$
\begin{equation*}
I_{m 2}=I b_{e x} \cap I_{m} \tag{6}
\end{equation*}
$$



Figure 5: Phantom edges. (a) Top border. (b) Bottom border. (c) Left border. (d) Rigth border. (e) Intersection of external borders (a), (b), (c) and (d). (f) Cell mask $I_{m 2}$. Intersection of $I_{m}$ and $I b_{e x}$.

### 2.4 Cells Separation

Every cell must be analyzed individually. Using 8-adjacency, 205 cells in the phantom are labeled from top-left to bottom-right. Cell labeling is required for separating each cell, and for future comparison of results with the evaluation form indicating the right position of eccentric disks.

### 2.5 Cells Analysis

Cells analysis is done to determine the correct position of eccentric disk. Eccentric disk could be located in four positions: top, left, right, and bottom; they take the values of 1, 2, 4 and 5 respectively. A value of 3 represents the central disk.

Using the evaluation form, it is possible to define the eccentricity matrix. Table 1 shows the eccentricity matrix obtained from the evaluation form (Karssemeijer and Thijssen, 2004).

Every cell is filtered using a Gaussian filter with $\sigma=0.9$ in order to reduce high-frequency noise. This kind of filter reduces sharpness on borders, to solve this a Kuwahara filter is applied (Preim and Bertz, 2007). A Kuwahara filter preserves border and reduces noise on an image. The Kuwahara kernel is divided into four regions ( $\mathrm{i}=1,2,3,4$ ). The output value of the central pixel in the kernel is then set to the mean value $m_{i}$ of the region $R_{i}$ which has the smallest variance $\sigma_{i}^{2}$. To enhance disk signal, the cell is processed using opening, which allows maximizing regions of interest.

A new mask is defined $\mathrm{Im}_{4}$ (see Fig. 6(e)) to detect eccentric disk in the most probably position of the cell. The maximum value is compared in each region, and the region with the greater maximum value is selected. All positions are saved to construct the eccentricity matrix.

| D $\backslash$ T | 0,03 | 0,04 | 0,05 | 0,06 | 0,08 | 0,10 | 0,13 | 0,16 | 0,20 | 0,25 | 0,36 | 0,50 | 0,71 | 1,00 | 1,42 | 2,00 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2,00 | -1 | 5 | 4 | 1 | 2 | 5 | 4 | 1 | 4 | 5 | -1 | -1 | -1 | -1 | -1 | -1 |
| 1,60 | 1 | 1 | 4 | 5 | 4 | 5 | 5 | 1 | 4 | 1 | 2 | -1 | -1 | -1 | -1 | -1 |
| 1,25 | 1 | 5 | 1 | 1 | 2 | 2 | 1 | 2 | 5 | 5 | 2 | 4 | -1 | -1 | -1 | -1 |
| 1,00 | 4 | 2 | 5 | 2 | 5 | 4 | 1 | 5 | 4 | 5 | 1 | 2 | 4 | -1 | -1 | -1 |
| 0,80 | 1 | 1 | 5 | 1 | 4 | 1 | 2 | 4 | 2 | 4 | 4 | 5 | 5 | 1 | -1 | -1 |
| 0,63 | 2 | 4 | 1 | 2 | 4 | 1 | 2 | 1 | 5 | 2 | 1 | 4 | 4 | 2 | 1 | -1 |
| 0,50 | 1 | 2 | 4 | 2 | 2 | 4 | 1 | 5 | 4 | 4 | 5 | 1 | 5 | 1 | 2 | 4 |
| 0,40 | 4 | 1 | 1 | 4 | 5 | 5 | 2 | 1 | 2 | 2 | 5 | 1 | 4 | 1 | 2 | 1 |
| 0,31 | 5 | 5 | 1 | 2 | 1 | 2 | 4 | 4 | 5 | 4 | 2 | 5 | 4 | 5 | 1 | 4 |
| 0,25 | -1 | 4 | 2 | 4 | 1 | 5 | 5 | 1 | 1 | 2 | 5 | 5 | 2 | 2 | 1 | 1 |
| 0,20 | -1 | -1 | 1 | 5 | 2 | 4 | 2 | 5 | 4 | 4 | 5 | 2 | 5 | 5 | 2 | 2 |
| 0,16 | -1 | -1 | -1 | 2 | 1 | 2 | 4 | 4 | 2 | 2 | 4 | 2 | 4 | 1 | 5 | 1 |
| 0,13 | -1 | -1 | -1 | -1 | 4 | 2 | 2 | 5 | 2 | 4 | 5 | 1 | 4 | 2 | 4 | 1 |
| 0,10 | -1 | -1 | -1 | -1 | -1 | 4 | 1 | 4 | 5 | 4 | 5 | 2 | 5 | 2 | 5 | 2 |
| 0,08 | -1 | -1 | -1 | -1 | -1 | -1 | 5 | 4 | 5 | 5 | 1 | 1 | 2 | 5 | 5 | 4 |
| 0,06 | -1 | -1 | -1 | -1 | -1 | -1 | -1 | 2 | 4 | 4 | 2 | 4 | 4 | 5 | 2 | -1 |

Table 1: The eccentricity matrix. It is possible to appreciate the numerical position of every disk on the cell. For example: a diameter of $0,50 \mathrm{~mm}$ and thickness of $0,10 \mu \mathrm{~m}$, takes a value of 4 , meaning its position is at the right of the central disk. Cells indicating a value of -1 are not present in the CDMAM.

Disk edges are detected using Roberts operator, based on gradient functions. Maximum levels borders are determined, and thresholded for reconstructing disk as shown in the next section. Fig. 6 shows an overview of cell analysis.


Figure 6: (a) Original cell without processing. (b) Cell after applying the Gaussian Filter. (c) Cell after Kuwahara Filter is applied. (d) Cell after a complete opening is applied with SE square-shape and a size of 2 pixels. (e) Mask $I_{m 4}$. (f) Cell after the maximum is detected. (g) Cell after Roberts operator is applied. (h) Disk reconstruction.

### 2.6 Disk reconstruction

Disk reconstruction takes eight directions from the center to the borders on the disk. North, north-east, east, south-east, south, south-west, west, north-west radius are calculated (see Fig. 7). $r_{c}$ represents the average on central disk, and $r_{e}$ is the average on eccentric disk. Finally, $\bar{r}$ is the maximum average between $r_{c}$ and $r_{e}$.

### 2.7 Contrast-Detail Curve

The Contrast-Detail Curve is determined for comparing the eccentricity matrix and evaluation form. The results matrix shows which disks were well detected. Notations are similar to


Figure 7: Radius used for reconstructing disk. This procedure is done on eccentric disk and central disk through border detection.
that used by Visser and Karssemeijer (2008).
The curve is determined by thresholding gold thickness for each diameter. The thickness value in a row is given by the first eccentric disk detected correctly in that row. In order to smooth the curve and eliminate isolated cell values, it is necessary to apply nearest neighbor correction. Table 2 shows an example of result matrix after applying the nearest neighbor correction. Usually, The Contrast-Detail Curve is expresed in functions of threshold radiation contrast (\%C) as is shown in Karssemeijer and Thijssen (2004). Later, image quality factor (IQF) is calculated for the curve (Verbrugge, 2007). IQF is an image quality quantifier and is denoted as follows

$$
\begin{equation*}
I Q F=\sum_{i=1}^{16} C_{i, \min } \cdot D_{i} \tag{7}
\end{equation*}
$$

where $C_{i, \text { min }}$ is the minimum threshold corresponding to a diameter of $D_{i}$.

| $\mathbf{D} \backslash \mathbf{T}$ | 0,03 | 0,04 | 0,05 | 0,06 | 0,08 | 0,10 | 0,13 | 0,16 | 0,20 | 0,25 | 0,36 | 0,50 | 0,71 | 1,00 | 1,42 | 2,00 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2,00 | -1 | 2 | 2 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | -1 | -1 | -1 | -1 | -1 | -1 |
| 1,60 | 2 | 2 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | -1 | -1 | -1 | -1 | -1 |
| 1,25 | 2 | 2 | 1 | 2 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | -1 | -1 | -1 | -1 |
| 1,00 | 2 | 1 | 2 | 2 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | -1 | -1 | -1 |
| 0,80 | 2 | 2 | 2 | 2 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | -1 | -1 |
| 0,63 | 2 | 2 | 2 | 2 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | -1 |
| 0,50 | 2 | 2 | 2 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 0,40 | 2 | 2 | 2 | 2 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 0,31 | 1 | 2 | 2 | 2 | 2 | 1 | 2 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 0,25 | -1 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 0,20 | -1 | -1 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 0,16 | -1 | -1 | -1 | 2 | 2 | 2 | 2 | 2 | 2 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 0,13 | -1 | -1 | -1 | -1 | 2 | 2 | 2 | 2 | 2 | 1 | 1 | 1 | 2 | 1 | 1 | 1 |
| 0,10 | -1 | -1 | -1 | -1 | -1 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 1 | 1 | 1 | 1 |
| 0,08 | -1 | -1 | -1 | -1 | -1 | -1 | 2 | 2 | 2 | 2 | 2 | 1 | 1 | 1 | 1 | 2 |
| 0,06 | -1 | -1 | -1 | -1 | -1 | -1 | -1 | 2 | 2 | 2 | 2 | 1 | 1 | 1 | 1 | -1 |

Table 2: An example of the results matrix after appling the nearest neighbor correction. Value 1 indicates the eccentric disk was detected correctly, value 2 wrong detection and value -1 indicates the cell is not present on CDMAM.

### 2.8 Granulometry

In general terms, granulometry refers to the measurement and classification of particles, grains and rocks in the earth. In digital image processing is an approach to compute a size distribution of grains in binary images, employing a sequence of morphological opening operations (Shih, 2009). There are two main curves used in granulometry: size distribution $D_{A}(i)$ and pattern spectrum $P S_{A}(i)$. These curves are calculated theoretically through equations Eq. 8
and Eq. 9 respectively.

$$
\begin{gather*}
D_{A}(i)=\sum_{k=1}^{i} \pi\left(\frac{d(k)}{2}\right)^{2} N_{D}(k)  \tag{8}\\
P S_{A}(i)=\pi\left(\frac{d(i)}{2}\right)^{2} N_{D}(i) \tag{9}
\end{gather*}
$$

where $i$ represents a row in CDMAM, $d$ is the corresponding diameter, and $N_{D}$ is the number of disks on row $i$.

## 3 RESULTS

Twenty-eight (28) images were analyzed in total. They were acquired from three differents systems (Table 3) and gathered into three different groups according to the system where they were acquired. Metrics used are Contrast-Detail Curve, Size Distribution, Pattern Spectrum, and Image Quality Factor (IQF). For the images in each system and for each metrics, an average image is computed using our algorithm (MIQ) and compared with CDCOM. For the third system we included the results obtained from human observers (ObsH) of National Expert and Training Centre for Breast Cancer Screening (Karssemeijer and Thijssen, 2004). A lower value of Contrast-Detail Curve means a lower IQF that represents a better contrast-to-detail ratio. As shown in Fig. 8(a) to Fig. 8(c), all values of the Contrast-Detail Curves for the three systems are below the achievable values established by EUREF.

Size Distribution (see Fig. 8(d) to Fig. 8(f)) and Pattern Spectrum (see Fig. 8(g) to Fig. 8(i)) are compared against theoretical values. IQF was calculated from results obtained with the algorithm presented (MIQ) in this research: system 1 presents an $\operatorname{IQF}(1)=0,7380$, system 2 $\operatorname{IQF}(2)=0,6650$ and system $3 \operatorname{IQF}(3)=0,8341$. Similarly, $\operatorname{IQF}$ was calculated with the results obtained with the CDCOM: system 1 presents an $\operatorname{IQF}(1)=0,5854$, system $2 \operatorname{IQF}(2)=0,5526$ and system $3 \operatorname{IQF}(3)=0,5883$. In both groups of results system 2 presents the lowest IQF values.

| Eq. | Model | Manufacturer | Image Size | del | Technology | Software Version |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | MAMMOMAT <br> Inspiration | Siemens A.G. | $2800 \times 3518$ | $85 \mu m$ | Selenium Flat-Panel | VB20B |
| 2 | MAMMOMAT <br> Novation $D R$ <br> 3 | Siemens A.G. | $3328 \times 4048$ | $70 \mu m$ | Selenium Flat-Panel | VA20C |
|  | Senograph <br> 2000D | GE Healthcare ${ }^{\circledR}$ | $1914 \times 2294$ | $94 \mu m$ | Phosphor Flat-Panel | ADS 17.2.3 |

Table 3: Summary of some technical features of interest in systems where the analyzed images were acquired. In this table are shown: system (Eq.), model, manufacturer, image size in pixels, detector element size (del), detector technology and software version.

## 4 CONCLUSIONS AND FUTURE WORK

The new algorithm (MIQ) presents an alternative tool for evaluating CDMAM phantoms, used for expert and non-expert observers, avoiding ambiguous results for the images. This algorithm is mainly based on mathematical morphology. System 2 has obtained the lowest IQF, which indicates a better contrast-to-detail ratio with respect to the other 2 systems, because of its lower IQF for both groups of results obtained from MIQ and CDCOM. Even though, CDCOM presents lower values of the Contrast-Detail Curve, the MIQ algorithm presents a better approximation for human observers in system 3. System 1 presents a better size distribution and pattern spectrum in reference to theoretical values.


Figure 8: Contrast-Detail Curve obtained from algorithm MIQ compared against CDCOM results, achievable and acceptable values for system 1 (a), system 2 (b), and system 3 (c). Size Distribution obtained from algorithm MIQ compared against theoretical values for system 1 (d), system 2 (e) and system 3 (f). Pattern Spectrum obtained from algorithm MIQ compared against theoretical values for system 1 (g), system 2 (h) and system 3 (i). All curves are fitted.

As future work, we will improve segmentation, edge detection, and disk reconstruction algorithms. As well as provide images for system 1 and 2 evaluated by human observers, in order to compare with results obtained from MIQ algorithm.
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