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Abstract. Coronary artery disease (CAD) may leads to myocardial ischemia, the main cause of death
worldwide. Nowadays, fractional flow reserve (FFR) is considered the gold standard procedure to assess
risk of myocardial ischemia in presence of CAD. The FFR index is defined as the ratio of intravascular
blood pressure before and after the arterial lesion under maximal hyperemia conditions. Therefore, FFR
is obtained through an invasive procedure, which requires specialized cardiologist and dedicated medical
instrumentation and consequently it is expensive and not risk free.

In recent years, the computational biomechanics community has been developing tools for the FFR es-
timation using computational fluid dynamics (CFD) and medical image based models (hereafter FFRcg),
receiving increasing interest from cardiologists around the world. The implementation of these models
as diagnosis tools has the potential to improve patient’s experience, decrease the number of unnecessary
invasive studies and reduce economic costs associated to diagnosis and treatment of CAD.

Most of past and current literature focused on proposing computational solutions for the estimation
of FFR, nevertheless, they generally lack comprehensive sensitivity analyses assessing the implications
of changes in the hemodynamics parameters. Here, we present an exhaustive analysis on physiologic
parameters that translate into boundary conditions (BC) of the computational model. Specifically, we
study the impact of the coronary flow reserve (CFR), the flow distribution in the coronary tree and the
coronary steal on the FFRcg. We employed a set of 24 coronary computed tomography angiography
(CCTA) images to construct the patient specific arterial models and solve the full 3D CFD problem.
Blood flow was modeled using the Navier-Stokes equations for rigid domains, i.e., arterial compliance
was neglected. A total of 35 invasive FFR measurements are available, and those value are used as
reference to assess the variations due to changes in the BC. The impact of such variations in the BC is
extensively discussed.
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1 INTRODUCTION

Nowadays, fractional flow reserve (FFR;,,) is considered the gold standard technique to as-
sess risk of myocardial ischemia in the presence of coronary artery disease (CAD) (Tonino
et al., 2009). It is calculated as the ratio of post- and pre-stenotic blood pressure measurements
under hyperemic conditions. In clinical protocols, FFR;,, < 0.8 indicates that the patient is at
risk of suffering myocardial ischemia due to the functional severity of the stenosis.

In recent years, the scientific community specialized in computational hemodynamics in-
curred in the estimation of FFR;,, through computer simulations, here after FFRcg. From a
general perspective, patient-specific hemodynamic simulations rely on the definition of two
fundamental issues: (i) computational domains and (ii) boundary conditions (BC). Vascular
geometries can be obtained using a variety of imaging techniques: coronary computed tomog-
raphy angiography (CCTA) Choi et al. (2015); Rikhtegar et al. (2012); Taylor et al. (2013)
or angiograms (AX), which can be utilized alone Campbell et al. (2013); Morris et al. (2015),
or in combination with either intravascular ultrasound (IVUS) Chatzizisis et al. (2008); Koski-
nas et al. (2010); Stone et al. (2003); Siogkas et al. (2013) or optical coherence tomography
(OCT) Ellwein et al. (2011); Ha et al. (2016). In turn, the definition of boundary conditions
requires knowledge of global and local hemodynamic information, i.e. systemic pressure, total
coronary blood flow and blood flow distribution.

Generally, the literature addressing the computational estimation of FFR;,, concentrates on
comparing a given proposed methodology to the invasive measurements (?). Hence, the impact
of model parameters (implied in the definition of BCs) on the simulation outcomes is generally
overlooked. Nevertheless, studying such effect is crucial to understand the estimation errors and
improve the methodological procedures. Empirical analyses require the realization of several
computer simulations varying the BC.

In this work, images from CCTA are used to obtain patient-specific models of the coronary
vasculature, and the impact on the computation of the FFR¢g of several boundary conditions is
assessed.

2 MATERIALS AND METHODS

The computational workflow followed in this study is depicted in Figure 1 and consists of
5 main stages: (1) Input of medical data, which includes the CCTA image and patient clinical
status, see Section 2.1. (2) Image processing, consists of the image segmentation pipeline, see
Section 2.2, which outputs a raw surface mesh of the coronary arterial lumen; this stage also
accounts for the segmentation/estimation of other anatomical structures such us myocardial sur-
face and volume. (3) Arterial network modeling, post-processing of the raw surface results in a
mesh fit for CFD simulations and a corresponding representation of vessels through their cen-
terlines, whose processing includes arterial labeling and bifurcations detection, see Section 2.3.
(4) Scenario preset and simulation, various hemodynamics scenarios are preset through differ-
ent boundary conditions, each of one represent a computational simulation, see Section 2.5. (5)
Post-processing and data analysis, the FFRcg is computed from the simulation outcome, see
Section 2.6, and statistical analysis over such data is performed.

All image processing stages, as well as meshing and centerline processing, are performed
using VMTK web (2015), ImageL.ab Hadlich et al. (2012) and HeMoLab Larrabide et al. (2012)
software.
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Baseline clinical characteristic Patient sample (n = 24)

Age, yrs
Male

BMI, kg/m2
Weight, Kg
Height, cm
HR, bpm
SP, mmHg
DP, mmHg
MP, mmHg
Circulation Dominance
Right

Left

Co

6149
21 (87)
2843
85+15
174410
708
113413
6810
84410

22 (92)
14
1(4)

Table 1: Summary of patient data, the mean
4 SD, or n (%), are reported. Body mass in-
dex (BMI), heart rate (HR), diastolic, systolic
and mean pressures (DP, SP and MP).

2.1 Study sample

Figure 1: Illustration of the computational workflow.

Baseline lesion characteristic Vessel sample (n = 35)

LAD
LCX
RI
oM
RCA
1:“FI{inv

21 (60)
6 (17)

1(3)

1(3)

6 (17)

0.88-£0.08 (0.71, 0.99)

Table 2: Summary of lesions, the mean =+
SD (min, max), or n (%), are reported.

Circ. Dominance

LAD LCx RCA RI

Right

RI not present Left

60 22 18 0
60 30 10 0

Co 60 24 16 0
Right 57 10 18 15
RI present Left 60 15 10 15
Co 59 10 16 15

Table 3: Percentage of the ()1 at the inlet
of each major artery.

The sample is constituted by patients with suspected chronic coronary disease who under-
went multimodal evaluation with CCTA and a posterior FFR;,,,. The study protocol was ap-
proved by the ethics committees of the Heart Institute (University of Sdo Paulo) and the Sirio-
Libanés Hospital, both in Sdao Paulo, Brazil. Overall, 35 vessels of 24 patients were assessed
using FFR;,,. Baseline clinical and lesions characteristics are outlined in Tables 1 and 2.

Imaging data were acquired following standardized image acquisition protocols, i.e. using
ECG-triggered imaging at 75% of the cardiac cycle (late diastole) and ensuring patient heart rate
lower than 65 bpm. Data processing and analysis were performed retrospectively and described

in the following sections.

2.2 Image processing

Segmentation of CCTA images is achieved using the methodology detailed in Bulant et al.
(2017). Briefly, the pipeline starts with the extraction of a region of interest on top of which cur-
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vature anisotropic filtering Whitaker and Xue (2001) is applied for noisy images. Segmentation
is performed using a level-set method, initialized using a colliding front algorithm Antiga et al.
(2008). The segmented lumen is defined using a marching cubes method Lorensen and Cline
(1987). This procedure results in a triangulated raw surface of the coronary tree. Additionally,
the myocardial volume is estimated from the image following the procedure explained in Bulant
et al. (2017).

2.3 Computational model generation

The coarse mesh from Section 2.2 is further processed to obtain the computational mesh
suitable for the CFD simulations. Surface mesh processing consists in (a) smoothing with a
Laplacian algorithm with no shrinking restriction, (b) incorporation of tube extension at in-
let/outlets and (c) adaptive refinement as a function of vessel cross-sectional radius. Finally, a
tetrahedral volume mesh is constructed for the CFD simulations. An expanded explanation of
the mesh processing pipelines used to obtained the CFD meshes can be found in Bulant (2017).

The vessel cross-sectional radius is given by the arterial tree centerline, which is obtained
following Antiga et al. (2003). The centerline is then processed to account for a bifurcation
mask that defines the arterial ostium of each artery, and the anatomical name of each artery is
assigned as labels, see Bulant et al. (2017) for details.

2.4 Computational fluid dynamics

Blood flow was modeled using the Navier-Stokes equations in rigid domains, i.e., arterial
compliance was neglected. Then, the computational solution consists of finding the velocity
(v) and pressure p fields of the fluid. Parameters are: the blood density (p); the blood viscosity
(1); the blood pressure at the inlet of the arterial tree (P, i.e. aortic pressure); a reference value
for the blood pressure at terminal outlets (Pt i.e. venous pressure); the total coronary blood
flow, Q)7; and the resistances at each outlet R;. In this work, two different criteria for defining
the BCs are tested, which define the resistances at terminals. Methodology (i) makes use of
traditional resistive elements, whose values R; are estimated using a proximal Murray’s law
approach, see section 2.4.1. Methodology (ii) modifies the values of resistances R; by a factor
« to enforce an exact (). Both methods are detailed in Bulant (2017). Hereafter, we refer to
the resistive BC methodology as RBC® and RBC?®, respectively. Steady-state simulations are
executed using constant values for the aforementioned parameters.

2.4.1 Model and patient specific parameters

In this work, the blood density and viscosity are the same for all patients, p = 1.05 g/cm?,
i = 0.04 P. The mean pressure at the root of the coronary arterial tree (F,) is estimated for
each patient. Given noninvasive measurements of systolic (SP) and diastolic (DP) pressures at
rest, the P, at hyperemia is given by P, = MP + A. Where MP = (2DP + SP)/3 is the mean
arterial pressure estimation and A is the effect of intra-coronary (A = —3.8) or intra-venous
(A = —4.4) administration of adenosine, as reported in Bulant (2017). For each patient in the
sample, it is known which kind of administration was used.

In this work, the resting coronary blood flow (RCBF) is estimated from non-invasive patient
data in two different ways. The RCBF™, uses the formula proposed by Choy and Kassab (2008),
which relates flow to myocardial mass, through

RCBF™ = 0.71 x m3/*, (1)
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where m is the myocardial mass, in grams, and the flow is given in ml/s. Taylor et al. (2013)
yields an estimate of patient-specific RCBF using (1). In turn, we call RCBF" to the resting
coronary blood flow estimated as 4.5% of the cardiac output (CO) Guyton and Hall (2006),

RCBF" =0.045 x CO, (2)
HR x SV
€O =000 )
SV =(0.49 x PP+ 0.30 x A + 7.11)
x (0.013 x W — 0.007 x A — 0.004 x HR + 1.307), 4)

where HR is the heart rate (in beats/s), SV is the stroke volume (in ml/beat), which is estimated
following (de Simone et al., 1999) from the pulse pressure! (PP, in mmHg), the age of the
patient (A, in years) and its weight (W, in Kg).

For the study sample, the estimated RCBF" is 4.19 £ 0.67 ml/s, which is in the physiological
range (4.5 £ 1.37 ml/min) reported by Sakamoto et al. (2013). In contrast, RCBF" results in
0.68 £ 0.13 ml/s, which is significantly lower than physiological data.

Coronary flow reserve (CFR) is defined as the ratio between hyperemic and resting blood
flow. Therefore, the hyperemic flow is CBF = CFR x RCBF. In non-ischemic human coronary
arteries, CFR mean value is ~ 2.6 (Johnson et al., 2012). Previous works that aim to esti-
mate FFR computationally Koo et al. (2011); Min et al. (2011); Gaur et al. (2013); Zhang et al.
(2016), model hyperemia by reducing terminal resistances by a factor of 4.5, based on the semi-
nal findings by Wilson et al Wilson et al. (1990). Hence, we test both values of CFR={2.6,4.5}.

Terminal resistances for a given arterial tree are estimated using a variation of Murray’s law
Murray (1926), which considers the arterial cross sectional radius at the ostiums instead of the
outlets and ensures that the CBF is distributed according to Table 3 for the inlets of the major
coronary arteries. The Murray exponent is set to v = 2.66 motivated by allometric laws relating
flow to volume of tissue Blanco et al. (2013). Details of the algorithm used to estimate terminal
resistances based on inflow, P,, ostium radius and a reference venous pressure (P = 10
mmHg) are described in Bulant (2017). For the study sample, the average resting flow rates at
the inlet of the LAD, LCx and RCA arteries are 3.38 £ 1.18, 1.40 £ 0.85 and 0.85 &+ 0.33 ml/s.

2.5 Simulation scenarios

We propose the use of 4 scenarios, each one designed to assess the effect of a specific BC
criterion. To such end, we define the SA scenario as baseline and define the others as a variation
of one specific BC criterion.

e SA: Uses the RBCE? as resistive boundary condition, the resting coronary blood flow is estimated
using RCBF" and the value of CFR is set to 2.6.

e SB: Uses the RBC as resistive boundary condition, the resting coronary blood flow is estimated
using RCBF" and the value of CFR is set to 4.5.

e SC: Uses the RBC” as resistive boundary condition, the resting coronary blood flow is estimated
using RCBF” and the value of CFR is set to 2.6.

e SD: Uses the RBCE? as resistive boundary condition, the resting coronary blood flow is estimated
using RCBF™ and the value of CFR is set to 2.6.

ISystolic blood pressure (SBP) minus diastolic blood pressure (DBP).
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2.6 Simulation post-processing

After the simulation is performed, approximate solutions for the velocity (v) and pressure (p)
fields are available at each node in the computational mesh. Estimation of FFR¢g field requires
the definition of a proximal pressure F,, which is calculated as the spatial average at the inlet
region of approximately 2 mm length. Such region is manually defined using points of the
centerline, which are used to clip the tetrahedral mesh. Then, a new field containing the FFR at
each computational node is calculated as

p(x)
P,
Then, the final FFRcg value is estimated as the average of the FFR(x) at a distal region of ap-
proximately 2 mm length, manually defined. Such region is identified as (2gpgr, and its definition
is guided by AX images showing the location of the invasive pressure wire during the clinical

FFR procedure. We define such a value as Computational Estimation of the Fractional Flow
Reserve (FFRcE).

FFR(x) =

®)

3 RESULTS

Figure 2 presents correlation and Bland-Altman plots for all four scenarios and Table 4
presents the diagnostic performance summary. The sample consists in 24 patients with 35
interrogated vessels and a 25.7% prevalence (FFR;,, < 0.8).

It is worth noting the overestimation in scenario SD, resulting in FFRESP > FFR,,, for all
measurements. As a consequence, the SEN = 0, SPE = 1 and PPV = NAN. Such results are
caused by lower values of resting coronary blood flow and, therefore, of hyperemic blood flow.
Specifically, RCBF™ represents 16.4 + 3.4% of RCBF™, and since the CFR is set to 2.6 for SD,
the flow rate is not enough to produce significant pressure drops.

On the contrary, SB scenario is characterized by the largest hyperemic blood flow and con-
sequently the largest pressure drops. The combination of RCBF" and a CFR=4.5 results in
underestimation of FFRcg values for several measurements. Specifically, only in 8 out of 35
interrogated arteries, the FFRS® > FFR,,, and from those, 5 are RCA arteries and the other
three are LAD arteries. This is a clear example of patients that may have smaller physiological
values of CFR. In fact, according to Johnson et al. (2012) the CFR ranges in (1, 6) with mean
2.57 £ 0.61 for non-ischemic hearts. Other explanation for the case of RCA arteries may stem
from an overestimation of the RCBF distribution for the RCA inlet.

Regarding scenario SC, although it achieved the lowest error and dispersion in the Bland-
Altman analysis (0.01£0.09) and the best linear regression coefficients, it falls short character-
izing the true positive rate or sensitivity (SEN=0.44).

Despite the proposed scenario SA does not reach highest predictive scores than the other
scenarios in each index, it achieves a good overall balance of predictive scores.

In terms of flow rates, Table 5 presents the mean and standard deviations of the blood flow
at the inlet of the coronary sub-tree that contains the interrogated artery (SFST) and the flow
rate at the location of FFRcg measurement (2grr). Such values are the result of the simulation,
and may not be strictly related to the BCs. Taking into consideration that RBC?“ enforces the
desired flow adapting the resistances, it is remarkable that RBC” consistently results in smaller
SEST values than its counterpart, comparing SC and SA. Specifically, the value of SFST from
scenario SC represents the 7612 % of the SFST value from SA. Which means that taking into
account the resistance of the large arteries to better characterize the resistive boundary condition
to achieve a given flow rate is essential.
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Figure 2: Scatter and Bland-Altman plots comparing FFR;,, with FFR¢cg for each scenario.
From top to bottom, scenarios SA, SB, SC and SD.

Comparison | AUC | ACC | SEN | SPE | PPV NPV | ¢T | BA | a | B

FFR;,,vs FFRcgSA | 0.70 | 0.60 | 0.67 | 0.58 | 0.35 | 0.83 | 0.52| 0.09 +0.17 § | 0.22 | 0.70
FFR;,,vs FFRcgS | 0.72 | 0.57 | 0.78 | 0.50 | 0.35 | 0.87 | 0.57 | 0.21 & 0.21 0.19| 0.75
FFR;vs FFRcESC | 0.74 | 0.66 | 0.44 | 0.73 | 0.36 | 0.79 | 0.60 | 0.01 +0.09 i | 0.42 | 0.51
FFR;yvs FFRcgSP | 0.79 | 0.74 | 0.00 | 1.00 | NaN | 0.74 | 0.64 | -0.10 = 0.07 | 2.46 |-1.53

Table 4: Predictive capabilities of each scenario. The prevalence of FFR;,,in the n = 35 mea-
surements is 25.7%. Columns denote the area under the ROC curve (AUC), accuracy (ACC),
sensitivity (SEN), specificity (SPE), positive predictive value (PPV), negative predictive value
(NPV), Pearson’s correlation coefficient (r, f stands for p < 0.01), Bland-Altman mean =+ stan-
dard deviation ({ indicates p > 0.01), and linear regression coefficients FFR;,, = aFFRcg + 5.
For each column, the best scenario performance is highlighted in bold font.

On the other hand, comparing SA and SB yields that SFST is 1.73 &+ 0.00 times larger in
SB. Which was expected because both enforce the flow using RBC'* (1.73 is the ratio between
CFR values 4.5 and 2.6). Nevertheless, comparing the flow at (g, the simulations resulted
in 1.5 + 0.33 (range [0.97,2.21]) times larger flow in the SB compared to the corresponding
SA. Such result is explained by the coronary steal phenomenon and can only be achieved using
resistive BC, either RBC?® or RBC®. Flow rate per each arterial segment depends upon the
terminal resistance and the resistance of the major vessels. Changing the terminal resistance
changes the ratio of terminal-vessel resistance, and therefore the flow distribution.

4 DISCUSSIONS

In this work we have evaluated the combined effect of modifying the type of boundary con-
dition as well as the CFR which determines the hyperemic coronary blood flow.

The definition of boundary condition is crucial for the proper estimation of FFRg. In fact, it
directly affects the flow through the lesion, which in turn determines the pressure drop and the
FFR estimation.

Three criteria in the definition of BCs can counteract the definition of the through-lesion
blood flow. These are (i) the definition of the RCBE, (ii) the definition of the CFR induced by
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Comparison SFST | Qg Flow

FFRcg5A 7.56 £2.89 | 1.5370 + 0.6509
FFRcgSB 13.09 £5.00 | 2.2576 £ 0.9609
FFRcg5¢ 5.53+£2.01 | 1.2160 £ 0.5320
FFRgSP 1.26 £ 0.52 | 0.2867 £ 0.1730

Table 5: Simulated blood flow at the inlet of the coronary sub-tree that contains the interro-
gated artery (called SFST) and flow rate at the location of FFRcg measurement. The mean and
standard deviation for each scenario is presented, values are in cmd/s.

hyperemia, and the (iii) the regional blood flow distribution.

The first two shift the pressure level along the entire coronary vasculature, and therefore af-
fect the coronary hemodynamics at a global level. We have assumed a one-fits-all approach for
the definition of the CFR, which might not be a realistic physiological assumption. In turn, the
definition of terminal resistances has a more pronounced impact in the regional blood flow dis-
tribution once the RCBF has been established. Therefore, the use of passive resistive elements,
in contrast to active elements that are adapted to guarantee a certain blood flow through major
branches, triggers different levels of coronary steal, leading to dissimilar blood flows through
the lesions and consequently to different values of FFR(g.

Specifically, we have shown that BCs reported in the literature based on myocardial mass
render unsatisfactory results, in contrast to BCs relying on CO estimates as proposed in this
work (compare scenarios SA and SD). Moreover, since the CO can be measured at a patient-
specific level non-invasively, the problem turns out to be the definition of the fraction of the CO
which is diverted to the coronary network (in this case 4.5%).

From the different studied scenarios, we have shown that not only the definition of the CFR
and the criteria to define RCBF are of primary importance, but also the nature of resistive
terminal elements, passive (defined a priori) in contrast to active (adapted to enforce a given
blood flow rate), have a significant impact in the estimation of FFR.

Based on the experience gathered in this work, higher values of CFR produce the shift of
the entire sample towards smaller values of FFR¢g (comparing scenarios SA and SB). This is
not enough to improve the correlation coefficients neither to improve the results reported in the
Bland-Altman plots. Further improvements can be gained from assuming differential hyperemic
conditions for the different myocardial territories. In fact, for a given CFR the results turned
out to be sensitive to the type of resistive element to model peripheral vasculature (compare
scenarios SA and SC).

Even if much still remains to be studied, the present work allows us to conclude that the
improvement of computational approaches for a more robust estimation of FFR should stem
from studies analyzing, in a definite and unambiguous manner, the sensitivity and impact of
modeling assumptions into the overall prediction indexes.
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